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Abstract 

Operational extended range forecasts are being disseminated once every week by the India Meteorological Department (IMD) for 

several sectorial applications. These forecasts show a reduction in amplitude and variance as a function of lead-time. Such reduc-

tions in variance can be due to several physical factors: inherent forecast model bias, a problem relating to initial conditions, lead-

dependent statistical biases, etc. A week-by-week analysis shows that such biases are not systematic. Rainfall forecasts are underes-

timated in some regions, while others overestimate rainfall amplitude. To correct the bias in the extended range weekly averaged 

forecast, a statistical post-processing method (normal ratio correction) is proposed to make the outlook more valuable at a longer 

lead-time. The correction method is based on the World Meteorological Organization (WMO) technical guidance on rainfall esti-

mation and is also shown to be useful for rainfall forecasts. In this analysis, we evaluate the extended range forecast skill at the 

river sub-basin-scale and show that there are several river sub-basins over the central Indian region where the correction has im-

proved the model forecast in the one to two-week range. Although this analysis was tailored toward making the river basins and 

sub-basins of India more readily realizable for flood forecasters, it can be used for any administrative boundaries such as block, 

district, or state-level requirements. 
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1. Introduction 

One of the major purposes of the extended range forecast is to provide a high-resolution spatial-temporal 

forecast on a weekly scale, with up to 2-3 weeks lead time. The weekly outlooks can provide important 

input to the decision-making process of various stakeholders (Pattanaik, Das 2015; Chattopadhyay et al. 

2018; Pattanaik et al. 2019; Sahai et al. 2019a-b). The extended range forecasts of the India Meteorological 

Department (IMD) are being generated at a spatial resolution of 1°X1° Grid. Forecasts of rainfall in dif-

ferent river basins have several important hydrometeorological applications, especially in flood forecasting 

based on rainfall variables (Ming et al. 2020; Webster, Hoyos 2004; Webster et al. 2010; Gilewski, Na-

walany 2018; Sayama et al. 2020; Gilewski 2021). In this regard, the most critical application is the forecast 

of heavy rainfall (daily rainfall of 7 cm or more) in the river basins. This can lead to flooding and inunda-

tions, and a considerable loss of life and property. Hence, for flood forecasting and other hydrometeoro-

logical requirements, the precipitation forecast must be as quantitative as possible. However, it is occa-

sionally found that there is a significant bias in amplitude and variance in the forecasted rainfall. This often 

leads to a severe underestimation of rainfall outlook, thereby adding additional input errors to hydrological 

models that use these quantitative rainfall forecasts. 
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The Ministry of Earth Sciences, the Government of India, and the IMD have the mandate to provide 

rainfall forecast and long-range outlooks in the S2S (seasonal to sub-seasonal) scale1. Such predictions are 

required to be as accurate as possible. Bias in rainfall forecasts is a common problem in raw model fore-

cast data, which can be problematic for quantitative precipitation forecast. Such amplitude biases in rain-

fall in longer lead times arise due to inefficient representation of model physics and dynamics, or due to 

systematic errors in the large-scale forcing. To make the forecast more useful, these biases should be re-

duced as much as possible. One crucial error in rainfall forecasts is the underrepresentation of rainfall am-

plitude after a forecast lead-time of a few days. The forecast often shows that the variance is severely un-

derrepresented in the forecasted rainfall, as lead-time increases. Several statistical post-processing meth-

ods, using complex to simple approaches to correct the rainfall bias, exist to improve the rainfall forecast 

under such circumstances (Boé et al. 2007; Leander, Buishand 2007; Ghimire et al. 2019). These bias cor-

rections are shown to improve hydrological forecasts (Teutschbein, Seibert 2012). The results show that a 

bias in rainfall arising due to improper amplitude attenuations as a function of lead-time, could be cor-

rected under many circumstances – provided climatological or observed rainfall amplitude is known for 

any lead day. This shows promise for correcting amplitude bias arising in operational dynamical models 

(Singh et al. 2017; Jabbari, Bae 2020). 

The presented study aimed to provide better basin-wise weekly rainfall forecasts for the river sub-basins 

of India, using a novel method to correct the forecast bias in the extended range weekly forecast. The 

forecast ability of extended range weekly rainfall forecasts, as well as bias-corrected extended range weekly 

rainfall forecasts, were satisfactory in both 1-week and 2-weeks lead time. These forecasts can thus be 

used as model inputs for flood forecasting. Although this study focused on basin-wise rainfall forecast, the 

method is general and can be applied to the average rainfall of any administrative boundaries or geograph-

ical locations like districts or states.  

2. Data and methodology 

2.1. Data 

The current study uses the daily observed rainfall data from the IMD 0.25 Deg × 0.25 Deg gridded data 

(Pai et al. 2014) and daily 1Deg × 1Deg rainfall forecast data received from the IMD_IITM extended 

range forecast system [ERF]. Daily observed gridded rainfall data of 0.25 Deg × 0.25 Deg has been gener-

ated by the IMD from the quality controlled daily rainfall data of rain gauge stations2. The dataset covers a 

geographical domain of 6.5°-38.5°N and 66.5°-100.0°E and contains only values from land regions. The 

extended range forecast models generate precipitation forecast data up to four weeks in advance, based on 

the conditions observed at any given time (Chattopadhyay et al. 2019; Pattanaik et al. 2019, Sahai et al. 

2019b). Currently, an operationally extended range forecast is disseminated once every week. For every 

week’s operational forecast, there is corresponding “on the fly” hindcasts for the same set of recorded 

 
1 https://pib.gov.in/PressReleaseIframePage.aspx?PRID=1706073 

2 https://imdpune.gov.in/Clim_Pred_LRF_New/Grided_Data_Download.html 
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conditions since 2003. The data is generated for the global domain. In this analysis we have used the data 

for the river basins of India. The Central Water Commission divides the country into 25 major river basins 

and 101 river sub-basins (Fig. 1 and Table 1). River sub-basins shapefiles were obtained from the Central 

Water Commission. Using the shapefile, the gridded data (both observation and forecast data) was masked 

and basin averaged data was prepared for each of the 101 river basins. 

 

Fig. 1. Locations of the 101 river sub-basins of India. 

Table 1. List of the 101 river sub-basins of India and their codes. 

Sub Basin 
No.  

SBCODE Major Basin SUB_BASIN 

1 ARA Ganga Basin Above Ramganga Confluence 

2 BAI Brahmani and Baitarni Basin Baitarni 

3 BAM Indus (Up to border) Basin Barmer 

4 BAN Ganga Basin Banas 

5 BAR Barak and others Basin Barak 

6 BEA Indus (Up to border) Basin Beas 

7 BHA 
West flowing rivers of Kutch and Saurashtra includ-
ing Luni Basin 

Bhadar and other west flowing rivers 

8 BHG Ganga Basin Bhagirathi and others (Ganga Lower) 

9 BHL Krishna Basin Bhima Lower 

10 BHT West flowing rivers South of Tapi Basin Bhatsol and others 

11 BHU Krishna Basin Bhima Upper 

12 BRA Brahmani and Baitarni Basin Brahmani 

13 BRL Brahmaputra Basin Brahmaputra Lower 
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14 BRU Brahmaputra Basin Brahmaputra Upper 

15 CAL Cauvery Basin Cauvery Lower 

16 CAM Cauvery Basin Cauvery Middle 

17 CAU Cauvery Basin Cauvery Upper 

18 CHA Indus (Up to border) Basin Chautang and others 

19 CHE Indus (Up to border) Basin Chenab 

20 CHL Ganga Basin Chambal Lower 

21 CHR Indus (Up to border) Basin Churu 

22 CHU Ganga Basin Chambal Upper 

23 DAL Drainage Area of Lakshadweep Islands Basin Drainage Area of Lakshadweep Islands 

24 DAM Ganga Basin Damodar 

25 DAN 
Drainage Area of Andaman and Nicobar Islands Ba-
sin 

Drainage Area of Andaman and Nicobar 
Islands 

26 GAN Ganga Basin Gandak and others 

27 GDL Godavari Basin Godavari Lower 

28 GDM Godavari Basin Godavari Middle 

29 GDU Godavari Basin Godavari Upper 

30 GHA Ganga Basin Ghaghara 

31 GHG Ganga Basin 
Ghaghara Confluence to Gomti conflu-
ence 

32 GHO Indus (Up to border) Basin Ghaghar and others 

33 GIL Indus (Up to border) Basin Gilgit 

34 GOM Ganga Basin Gomti 

35 GTK 
East flowing rivers between Godavari and Krishna 
Basin 

East flowing rivers between Godavari 
and Krishna 

36 IMP Minor rivers draining into Myanmar Basin Imphal and others 

37 IND Godavari Basin Indravati 

38 JHE Indus (Up to border) Basin Jhelum 

39 KAS Ganga Basin 
Kali Sindh and others up to Confluence 
with Parbati 

40 KOS Ganga Basin Kosi 

41 KPO Minor rivers draining into Bangladesh Basin Karnaphuli and others 

42 KRL Krishna Basin Krishna Lower 

43 KRM Krishna Basin Krishna Middle 

44 KRU Krishna Basin Krishna Upper 

45 KTP 
East flowing rivers between Krishna and Pennar Ba-
sin 

East flowing rivers between Krishna and 
Pennar 

46 KYN Barak and others Basin 
Kynchiang and other south flowing riv-
ers 

47 LIN Indus (Up to border) Basin Lower Indus 

48 LUL 
West flowing rivers of Kutch and Saurashtra includ-
ing Luni Basin 

Luni Lower 

49 LUU 
West flowing rivers of Kutch and Saurashtra includ-
ing Luni Basin 

Luni Upper 

50 MAJ Godavari Basin Manjra 

51 MAL Mahanadi Basin Mahanadi Lower 

52 MAM Mahanadi Basin Mahanadi Middle 

53 MAN Minor rivers draining into Myanmar Basin Mangpui Lui and others 

54 MAU Mahanadi Basin Mahanadi Upper 

55 MHO Minor rivers draining into Bangladesh Basin Muhury and others 
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56 MHU Mahi Basin Mahi Upper 

57 NAG 
East flowing rivers between Mahanadi and Godavari 
Basin 

Nagvati and other 

58 NAM Narmada Basin Narmada Middle 

59 NAO Barak and others Basin Naoch chara and others 

60 NAU Narmada Basin Narmada Upper 

61 NET West flowing rivers South of Tapi Basin Netravati and others 

62 PAL 
East flowing rivers between Pennar and Cauvery Ba-
sin 

Palar and other 

63 PAM East flowing rivers South of Cauvery Basin Pamba and others 

64 PAR West flowing rivers South of Tapi Basin Periyar and others 

65 PEL Pennar Basin Pennar Lower 

66 PEU Pennar Basin Pennar Upper 

67 PON 
East flowing rivers between Pennar and Cauvery Ba-
sin 

Ponnaiyar and other 

68 PRA Godavari Basin Pranhita and others 

69 RAM Ganga Basin Ramganga 

70 RAN 
West flowing rivers of Kutch and Saurashtra includ-
ing Luni Basin 

Drainage of Rann 

71 RAV Indus (Up to border) Basin Ravi 

72 SAL Sabarmati Basin Sabarmati Lower 

73 SAR 
West flowing rivers of Kutch and Saurashtra includ-
ing Luni Basin 

Saraswati 

74 SAU Sabarmati Basin Sabarmati Upper 

75 SHE 
West flowing rivers of Kutch and Saurashtra includ-
ing Luni Basin 

Shetranjuli and other east flowing rivers 

76 SHK 
Area of North Ladakha not draining into Indus Ba-
sin 

Shaksgam 

77 SHY Indus (Up to border) Basin Shyok 

78 SON Ganga Basin Sone 

79 SUB Subernarekha Basin Subernarekha 

80 SUL Indus (Up to border) Basin Sutlaj Lower 

81 SUM 
Area of North Ladakha not draining into Indus Ba-
sin 

Sulmar 

82 SUU Indus (Up to border) Basin Sutlaj Upper 

83 TAM Tapi Basin Tapi Middle 

84 TAU Tapi Basin Tapi Upper 

85 TON Ganga Basin Tons 

86 TUL Krishna Basin Tungabhadra Lower 

87 TUU Krishna Basin Tungabhadra Upper 

88 UGO Ganga Basin 
Upstream of Gomti confluence to Mu-
zaffarnagar 

89 UIN Indus (Up to border) Basin Upper Indus 

90 VAI East flowing rivers South of Cauvery Basin Vaippar and others 

91 VAM 
East flowing rivers between Mahanadi and Godavari 
Basin 

Vamsadhara and other 

92 VAR West flowing rivers South of Tapi Basin Varrar and others 

93 VAS West flowing rivers South of Tapi Basin Vasishti and others 

94 WAR Godavari Basin Wardha 

95 WEI Godavari Basin Weinganga 

96 YAL Ganga Basin Yamuna Lower 
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97 YAM Ganga Basin Yamuna Middle 

98 YAU Ganga Basin Yamuna Upper 

99 MHL Mahi Basin Mahi Lower 

100 NAL Narmada Basin Narmada Lower 

101 TAL Tapi Basin Tapi Lower 

2.2. Methodology 

Weekly grid point cumulative rainfall data for the years 2003-2019 were used. Average cumulative rainfall 

(in mm) in each sub-basin for every week was calculated using the Raster Statistics Method in the QGIS 

Software. More details on the operational extended-range forecast can be seen in a study by Sahai et al. 

(2019b). A diagram illustrating how the operational forecast is generated currently, is shown in Figure 2. 

The operational extended-range forecast is an ensembled mean of four dynamical models. Two of them 

are high resolution (denoted by suffix T382 or ~38 km), and two are low resolution models (indicated by 

suffix T126 or ~110 km). Two of the models have coupled models (CFS), and two are atmospheric mod-

els (GFS). Each model shares the same dynamic core but slightly different physics and resolutions. Each 

model has 4-member ensemble runs. Thus, we have a total of 4 × 4 = 16 ensemble members from the 

CFST126, CFST382, GFST126, and GFST382 models for runs from each set of condition. Atmospheric 

and oceanic initial conditions were generated by NCMRWF and INCOIS, respectively. The sea surface 

temperature boundary conditions for the GFS were derived from the CFS runs. Since the CFS sea surface 

temperature has a bias, a simple bias correction using observed climatology was applied to generate the 

final input boundary conditions for the GFS. 

There are various metrices for evaluating rainfall forecasts (e.g., Barnston 1992; Huang, Zhao 2022). Sev-

eral papers have used root mean square errors and correlation coefficients as a first order measure to eval-

uate the deterministic forecast ability of rainfall in the extended range (e.g., Joseph et al. 2019). Similarly, 

there are several methods to evaluate hydrological forecasts (e.g., Hoshin et al. 2009; Gilewski, Nawalany 

2018). In this study, we computed and compared the "normalized root mean square error" (NRMSE) and 

"correlation coefficient" of raw extended range weekly forecast data (hereafter ERF) and bias-corrected 

forecast data (hereafter BERF). For basin averaged extended range forecast, it would be shown that the 

bias-corrected forecast improves the model performance. 
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Fig. 2. Schematics of the end-to-end forecast and dissemination system implemented for Extended Range Prediction 

in India. Abbreviations: CFSv2: Coupled forecasting system version2; GFSv2: Global forecasting system; T382 and 

T126 suffixes specify the CFS and the GFS model horizontal spatial resolutions and different spectral truncations. 

T382 implies models CFS or GFS model run at ~38 km resolution. In comparison, T126 indicates the model to run 

at ~110 km spatial resolution. The suffix "bc" suggests that the GFS runs with bias-corrected sea surface temperature 

(SST) as boundary conditions. "FCST" indicates forecast runs, and ICs indicate initial conditions from which the model 

is run. INCOIS (Indian National Center for Ocean Information services) and NCMRWF (National Centre for Me-

dium-Range Weather Forecasting) generate the ICs (i.e., initial conditions) for the operational forecasts. Models are an 

adapted version of models developed at the National Centre for Environmental Predictions (NCEP), USA, which also 

generates the ICs. MISO or MJO is the intra-seasonal monsoon oscillations and the Madden Julian Oscillations. 

2.3. Bias correction with Normal Ratio Method 

For the estimation of missing or unknown rainfall values, a normal ratio method is suggested by WMO 

(2018). We have adopted a similar approach to perform bias correction of the raw extended rainfall fore-

cast (ERF) by multiplying the Bias correction ratio with the raw ERF rainfall. The normal ratio method is 

generally used for rainfall estimation, whereas difference correction is advised for temperature and other 

parameters.  

According to the normal ratio method, the missing precipitation is given as: 

𝑃𝑥 =
1

𝑛
∑

𝑁𝑥

𝑁𝑖
𝑃𝑖

𝑛
𝑖=1  (1) 

Where Px is the missing precipitation for any storm at the interpolation station 'x', Pi is the precipitation 

for the same period for the same storm at the "ith" station of a group of index stations, Nx is the normal 
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precipitation value for the 'x' station and Ni the normal precipitation value for 'ith' station. In our bias cor-

rection method, Pi is the precipitation from raw ERF, Ni is the climatology of Pi, Nx is the observed cli-

matology, and Px is the bias corrected ERF. 

Figure 3 shows the climatological differences between raw ERF rainfall and realized rainfall of 101 sub-

basins of India for each of the 18 weeks of southwest monsoon. The first week of this period was from 

30th May to 5th June and the last week was from 26th Sept to 2nd Oct (as 18th week). It can be seen that 

ERF has no systematic bias, as it is overestimating in some areas and underestimating in others. These dif-

ferences also changed as the monsoon progresses. During the initial onset phase of the monsoon in June, 

the ERF climatology was higher than the observed climatology in most sub-basins. Still, during the peak 

monsoon period from July to August, ERF underestimated the rainfall for most sub-basins. Particularly 

during week number 8 (18th Jul to 25th July), ERF climatology was less significant for all the sub-basins of 

India – except one sub-basin in the extreme eastern parts of India. Another important finding in ERF was 

overestimation throughout the season, except one or two weeks for the sub-basins over Bihar, east UP, 

and adjacent areas. Thus, bias correction based on the normal ratio method has to be applied for all the 

weeks separately. This overcomes both the underestimating and overestimating of the raw ERF rainfall 

forecast and makes the prediction closer to the realized one. Thus, the bias correction ratio was different 

for each basin, as well as for each week during the monsoon onset, progress, and retreat phases. 

The bias correction ratio for each of the 101 sub-basins and all the 18 weeks during the southwest mon-

soon season was estimated by the ratio of Actual Rainfall Climatology (for the same week in the period 

2003-2019) and ERF Climatology (for the same week in the period 2003-2019). Here we have used the 

normal ratio in equation (1) for the estimation of missing rainfall, as the bias correction ratio in our bias 

correction method. This assists in improving the forecast value by giving weight to observed climatology. 

Therefore, to improve the accuracy of the sub-basin rainfall forecast, we have adopted a new bias correc-

tion method given as follows:  

The Bias Corrected Rainfall Forecast for each week and each basin = ERF (Rainfall) for that week X Bias 

correction ratio for the corresponding week of the same basin. 

The correlation coefficient is one of the possible choices for forecast verification (Barnston 1992) and is 

given as: 

𝑟 =
∑(𝑥𝑖−�̅�)(𝑦𝑖−�̅�)

√∑(𝑥𝑖−�̅�)
2∑(𝑦𝑖−�̅�)

2
 (2) 

where: r – correlation coefficient; xi – values of the x-variable in a sample; �̅� – mean of the values of the 

x-variable; yi – values of the y-variable in a sample; �̅� – mean of the values of the y-variable. 

In statistical modeling, another way of measuring the quality of the fit of the model, is the RMSE (also 

called Root Mean Square Deviation) (Barnston 1992) given by: 
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𝑅𝑀𝑆𝐸 = √∑
(�̂�𝑖−𝑦𝑖)

2

𝑛
𝑛
𝑖=1  (3) 

where yi is the ith observation of y and ŷi the predicted y value given the model. If the predicted re-

sponses are very close to the correct responses, the RMSE will be small. If the predicted and true re-

sponses differ substantially – at least for some observations – the RMSE will be large. 

To compare RMSE of rainfall forecast of the different river basins with different mean rainfall patterns, 

we have used Normalized Root Mean Square Error (NRMSE) as:  

NRMSE = RMSE/Mean (observed values) (4) 

In the next sections, the NRMSE and the correlation coefficient will be used as the standard skill score 

measures to evaluate the improvement in the rainfall forecast. 
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Fig. 3. Differences in climatology of raw ERF with realized rainfall climatology for the 18 weeks of the SW monsoon 

season (2003-2019). 

3. Results and discussion 

3.1. Performances of forecast  

From a hydrological forecast perspective, the monsoon onset phase is perhaps the most important phe-

nomenon. Every year, the onset over Kerala, and its subsequent propagation over the Indian Landmass, is 

monitored for agrometeorological predictions. The onset phase is often associated with a northward prop-

agating rainfall pulse, providing rain over large regions of India and several river basins. 

Rainfall during the onset phase of the monsoon is crucial for agricultural planning. Additionally, most 

flood events occur during July and August, when the monsoon is active. Week-by-week performances of 

the week 1 extended-range forecast, as well as the bias-corrected forecast, are shown for June (Fig. 4a), 

July (Fig. 4b), August (Fig. 4c), and September (Fig. 4d) of 2003-2019. 

For all the weeks, the Normalized RMSE of bias-corrected ERF was less than 1 in most cases and for 

most sub-basins. In week 1 (Fig. 4a), due to bias correction, NRMSE of ERF has been reduced from 2.4 

to 0.5 for the Drainage Area of Andaman and Nicobar Islands sub-basin, from 1.6 to 0.4 for the Drainage 

Area of Lakshadweep Islands sub-basin, from 1.7 to 1.4 for the Sulmar sub-basin, 1.0 to 0.7 for the 

Kynchiang sub-basin, and other south-flowing rivers of Barak basin during onset phases of the SW mon-

soon. For all four weeks of June (Fig. 4a), NRMSE of these sub-basins were high (more than 1.5) for raw 

ERF, whereas due to bias correction, NRMSE has come down by around 0.5. Furthermore, for all four 

weeks of June, NRMSE of bias-corrected ERF was less than the NRMSE of raw ERF. This was within 

0.2 to 0.9 for all the sub-basins, except a few sub-basins in the first week and one sub-basin in the second 

and third weeks. 

In the first week of July (27th Jun to 3rd July) (Fig. 4b), the bias corrections of several sub-basins have 

helped to improve the NRMSE by keeping it less than 0.8. In the following two weeks, though the 

NRMSE of bias-corrected ERF was less than the raw ERF for all the sub-basins, there was no significant 

improvement. However, in the last two weeks of July, significant improvement of the ability of bias-cor-

rected ERF was seen for most of the sub-basins. 
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Fig. 4a. Normalized RMSE of Bias corrected ERF (BERF) and raw ERF of Week 1 rainfall during June. 

 

Fig. 4b. Normalized RMSE (NRMSE) of Bias corrected ERF (BERF) and raw ERF of Week 1 rainfall during July. 
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There is a remarkable improvement in the skill of bias-corrected ERF for the first two weeks of August 

(Fig. 4c), as NRMSE of bias-corrected ERF was between 0.2 to 0.6 in most of the sub-basins. Since most 

of the floods in India occur during July and August, bias correction can help improve flood forecasts and 

better flood management. 

Even during all the weeks of September (Fig. 4d), bias correction reduced the NRMSE value to well be-

low 1.0 of the NRMSE value and greater than 1 of raw ERF. 

 

Fig. 4c. Normalized RMSE of Bias corrected ERF (BERF) and raw ERF of Week 1 rainfall during August. 
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Fig. 4d. Normalized RMSE of Bias corrected ERF (BERF) and raw ERF of Week 1 rainfall during September. 

3.2. The spatial pattern of Extended Range onset forecast skill for the period 2003-2019 

To demonstrate the skill of the extended range forecast for the 1-week and 2-weeks lead-time during the 

monsoon season, we have computed the correlation coefficient and the normalized root mean square er-

ror (NRMSE) map between the ERF and observed rainfall for the years 2003-2019. The samples con-

sisted of 18 weeks and 17 years (18×17 = 306 samples) for each of the 101 sub-basins for the monsoon 

season. Figures 5a-b shows the basin-wise map of the correlation coefficients and normalized root mean 

square error for the raw ERF (left panels), respectively. The plot indicates relatively high correlations in 

the central and northern Indian basins and relatively low correlations in the southern peninsular basins. 

Furthermore, there were low correlations and higher NRMSE in the Jammu, Kashmir, and Ladakh re-

gions. The root mean square error in Figure 5b shows that the model had the lowest error in central and 

northern India. 

Similarly, Figures 5c-d show the same skill metrics for the bias-corrected forecast. The bias-corrected fore-

cast shows some improvement in correlation skills in the Maharashtra sub-basins and some basins of pen-

insular India. There was also a significant decrease in RMSE over the basins of central to southern penin-

sular India. 

Figure 6 shows the same skill plots but for the 2-week forecast. 
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Fig. 5. (a) Correlation map of 1-week actual forecast, (b) RMSE of the actual forecast, (c) same as (a) but showing the 

cc map for bias-corrected forecast, (d) same as (b) but showing RMSE of bias-corrected forecast. 
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Fig. 6. Same as (5) but for the 2-week forecast. 

3.4. Floods in Maharashtra and Bihar during 2019 and the evaluation of skill forecast for 

the year 2019 

In 2019, several parts of the country had experienced severe floods affecting lakhs of people (Shagun 

2019; Kambli 2020). During July and August 2019, heavy flooding occurred in Maharashtra due to intense 

rainfall. The Sangli and Kolhapur district in the Krishna sub-basin experienced severe floods of long dura-

tions. Substantial losses of life, property and crops were reported. At the beginning of the flood period, 

i.e., from 27th Jul to 3rd Aug, heavy rainfall events were localized in the northern part of the Konkan and 

adjoining North Madhya Maharashtra. Many stations in the Pune and Nasik districts recorded rainfall of 

more than 150 mm/day from 3rd to 5th August. Towards the latter part of the week, the rainfall belt 

shifted towards southern Madhya Maharashtra. Mahabaleshwar recorded the highest rainfall of 380 mm 

on 5th Aug 2019. It is also observed that the Kolhapur district continuously experienced heavy rain 

throughout this period, with the highest rainfall amounts on 6th Aug 2019. Gaganbawda recorded its high-

est rainfall of 340 mm on 6th Aug 2019. It is also seen that, though heavy rainfall occurred in the western 

part of the districts in Madhya Maharashtra, their eastern parts were devoid of rainfall. Furthermore, dur-

ing the heavy rain spell of Aug 2019, many stations in the Kolhapur district and western parts of the Sa-

tara district have surpassed their previous record of 7 days rainfall. Compared to 2018, rainfall over the 

region was widespread and remained very intense for an extended period from 27th Jul to 13th Aug 2019 
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(Government of Maharashtra 2020). The expert committee of the Government of Maharashtra recom-

mended that IMD 1-week and 2-week river sub-basin rainfall forecasts should be used in flood forecasting 

to improve the accuracy of the forecast. Another major affected state was Bihar, where around 306 lives 

were lost due to floods and heavy rain. 

We have analyzed the 1-week forecasted rainfall of raw ERF compared to the actual rainfall for all the 

sub-basins of these two states, and showed how the bias-corrected forecast could have helped the flood 

management. The losses could have been minimized by using the bias-corrected forecast for these re-

gions. 

Figure 7 shows the realized, bias-corrected ERF and ERF rainfall for 18 weeks of SW Monsoon season of 

2019. This includes the sub-basins viz. Godavari Upper, Godavari Middle, Wardha, Wainganga, Tapi Mid-

dle, Bhima Upper, Krishna Upper, Bhatsol and others, and Vasishti and other Flood-affected Maharashtra 

states. In the 9th and 10th weeks (25th Jul to 31st Jul and 1st Aug to 7th Aug), all nine of these sub-basins re-

ported a significant increase in rainfall compared to previous weeks, which raw ERF was not able to pre-

dict in most of the cases. The sub-basins Weinganga, Vasishti, and others also reported increased rainfall 

activity in 11-weeks. The raw ERF underestimated the rainfall for all these basins. Applying the bias cor-

rection forecast to rainfall from these basins was almost comparable to that of the realized rainfall, indicat-

ing the usefulness of the bias-corrected Week 1 rainfall in improving flood management. 
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Fig. 7. Realized, Bias corrected ERF (BERF) and ERF rainfall for 18 weeks of the 2019 SW Monsoon season in 9 sub 

basins of the flood affected Maharashtra state. 
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For the Bihar flood, we have selected four sub-basins viz. Ghaghara, Ghaghara Confluence to Gomti con-

fluence, Gandak and others, and Koshi. Figure 8 shows the realized, bias-corrected ERF and ERF rainfall 

for 18 weeks of the 2019 SW Monsoon season for sub-basins of Flood-affected Bihar. In the 6th and 7th 

weeks, all four sub-basins have reported increased rainfall activities causing devastating flooding over this 

region. The week 1 raw ERF rainfall has been overestimated in all these cases. The bias correction could 

help to minimize the differences between observed rainfall and forecast rainfall. 

 

Fig. 8. Realized, Bias corrected ERF (BERF) and ERF rainfall for 18 weeks of SW Monsoon season 2019 of sub basins 

of flood-affected districts of the Bihar state. 

To see the performance of raw ERF and bias-corrected ERF for the year 2019, the correlation coefficient 

between observed and forecast rainfall and normalized RMSE was calculated using 18 samples (all eight-

een weeks of SW monsoon 2019) for both the 1-week and 2-week lead forecasts. Figure 9 shows the (a) 

correlation and (b) RMSE of the raw extended range forecast, calculated using the weekly data for the year 

2019. (c) same as (a) but after using bias correction. (d) same as (b) but after using bias correction for the 

1-week lead forecast. 

The left column shows the raw extended range forecast, and the right column shows the corresponding 

bias-corrected forecast. There was a significant improvement in the correlation coefficient for most sub-

basins, mainly over the northern and central parts of India. The normalized root means square error 

shows that there was a considerable improvement in the bias-corrected forecast, especially in the east and 

central parts of India, as normalized RMSE has been reduced to less than 0.3 due to bias correction over 

these parts. Additionally, in the western parts of Maharashtra, NRMSE has been reduced from near 1 in 

raw ERF to less than 0.5. 
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Fig. 9. (a) Correlation and (b) RMSE of the raw extended range forecast calculated using the weekly data for the year 

2019 of 1-week forecast. (c) same as (a) but after using bias correction. (d) same as (b) but after using bias correction. 

Figure 10 shows the (a) correlation and (b) RMSE of raw extended range forecast calculated using the 

weekly data for the year 2019. (c) same as (a) but after using bias correction. (d) same as (b) but after using 

bias correction for the 2-week lead forecast. 

The left column shows the actual extended range forecast, and the right column shows the corresponding 

bias-corrected forecast. In the 2-week forecast, the correlation coefficient for the sub-basins of Maharash-

tra has been increased from around 0.7-0.8 in raw ERF to 0.93-0.97. The correlation coefficient is be-

tween 0.7-0.8 in most of the sub-basins of central India in the bias-corrected forecast. Normalized RMSE 

is also less than 0.5 in the bias-corrected forecast for most of the sub-basins of India, with central India 

being less than 0.3. 
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Fig. 10. (a) Correlation Coefficient and (b) RMSE of raw extended range forecast calculated using the weekly data for 

the year 2019 of the 2-week forecast (c) same as (a) but after using bias correction (d) same as (b) but after using bias 

correction. 

4. Conclusions 

For efficient flood and disaster management, an accurate rainfall forecast is essential to provide a quantita-

tive prediction of precipitation during the June to September (monsoon) season over river basins of the 

Indian subcontinent. The weekly averaged extended range rainfall forecast of up to 2-weeks lead-time is 

important, as it provides a valuable input for generating flood forecast models in a time-scale that is cru-

cial for water and dam management. A proper rainfall forecast with a longer lead time is always desirable 

to manage floods and their impact on disaster risk reduction. India's present operational flood forecasting 

models are primarily dependent on 1-3 days quantitative rainfall forecast and a forecast of up to 5 days 

generated by India Meteorological Department. In the extended range (i.e., 2-weeks lead time) the rainfall 

forecast is often not accurate, owing to the decrease in rainfall amplitude. In the current study, we have 

provided a comprehensive basin averaged rainfall skill analysis over different sub-basins of India, using the 

extended range retrospective forecast and proposing a bias correction method to improve the rainfall fore-

cast in the extended range. We have found that the extended forecast has an unsystematic bias (i.e., over-

estimation and underestimation) for weekly averaged rainfall. The bias in precipitation is not systematic, 

and different sub-basins show the bias of different amplitude. Such amplitude biases would likely impact 
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forecast ability. Our bias corrected forecast has shown significant skill in predicting sub basin rainfall of 1-

week as well as 2-weeks lead time. 

We hypothesized that a part of the amplitude bias might be associated with systematic forecast model bias. 

Due to rainfall forecast error associated with model physics, dynamics, and several other factors, such bi-

ases can arise. Using an amplitude correction method based on the "Normal Ratio" correction method 

from the WMO manual, we devised an approach to see if the normal ratio correction would improve the 

first-order skill scores (root mean square error and correlation) for weekly extended range forecast over 

the Indian land region. The results show an encouraging improvement in statistical skill scores for several 

river basins over India. The long-term (2003-2019) skill analysis shows enough improvement in the weekly 

mean forecast. Similarly, case studies over the Maharashtra and Bihar river basins for 2019 show signifi-

cant improvement in the weekly mean rainfall estimates. We also verified the week-by-week forecast from 

the onset to the withdrawal phase. The onset phase rainfall forecast over different sub-basins shows suffi-

cient improvement. We propose that the analysis could be used as a background for operational forecast 

bias correction using the normal ratio method. This can be implemented for products based on extended 

range forecast and all forecast products in the sub-seasonal to seasonal (s2s) time-scale. Thus, these ex-

tended range basin rainfall forecasts of 1-week and 2-week lead times have shown good skill during the 

2003-2019 period. In addition to existing flood forecasting systems of the central water commission of 

India, these findings can be used for generating flood forecasts with longer lead times to reduce disaster 

impacts.  
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Digital Elevation Model resolution and its impact on the spatial pattern of rainfall-

temperature prediction at the catchment scale: The case of the Mille catchment, 

Ethiopia 
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Abstract 

In a mountainous catchment, understanding the interaction between DEM resolution and climatic variables is essential for the 

accurate spatial interpolation of areal mean monthly and annual rainfall and temperature, which is required as an input for further 

applications such as hydrological and hydraulic modeling, agriculture, and environmental conservation. This case study applied the 

geostatistical interpolation technique, kriging with external drift (KED), with a digital elevation model (DEM) with various horizontal 

resolutions, which were used to assess the effects of the DEM horizontal resolutions on the spatial distributions of rainfall and 

temperature by focusing on interpolating the mean monthly and annual rainfall and temperature over a spatially diversified catchment. 

The assessment was undertaken using spatially and temporally complete sampled historical climatic datasets, and consequently, the 

spatial pattern of monthly and annual rainfall (temperature) from east to the west gradually increases or decreases following the DEM 

elevation increment along the same direction. As a result, the finer-resolution DEM (90-m SRTM-DEM) had a considerable impact 

on predicting the mean monthly minimum and maximum temperatures, whereas the resampled 500-m SRTM-DEM performed 

relatively better in mean monthly and annual rainfall and annual minimum temperature estimation values. 
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1. Introduction 

In mountain catchments, climatic variables such as rainfall and temperature play a key role in hydrological 

processes such as runoff, evapotranspiration, and water yield prediction (Chiew, McMahon 2002; Chen et al. 

2020; Kim, Kim 2020). Flood early warning and forecasting as well as drought management for mitigating 

water-related problems significantly rely on the accuracy of predicted spatial rainfall data input (Bertini et al. 

2020; Lu et al. 2020). 

Several scholars have provided basic information on the impacts of the spatial distribution of climatic variable 

input on further hydrological analysis and related problems. However, in developing countries such as 

Ethiopia, the spatial array of input climatic variable stations is sparse, and the density of climatological 

stations is extremely low (Washington et al. 2006; Dinku 2019). Therefore, the spatial interpolation method 

has been used to predict spatial values for unsampled points (Kim et al. 2010; Adhikary et al. 2017; Aydin 

2018). This crucial method helps solve the issue of the sparse and low hydroclimatic network density and is 
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widely used by governments and other sectors for planning water resource use and management at various 

spatiotemporal scales. 

Spatial interpolation techniques require either ground-based observed climatic input data, radar rainfall, 

remote sensing-based satellite climatic input data, or blended data (Taesombat, Sriwongsitanon 2009; Verdin 

et al. 2015; Cantet 2017; Gebremedhin et al. 2021). The output of spatial interpolation is a map that shows 

the scale of the spatial climatic variable pattern of an area. 

Digital elevation models (DEMs) are the main data commonly used as covariates in spatial interpolation 

techniques, specifically in geostatistics kriging. Several scholars have used topographic variables such as the 

elevation model as an explanatory variable and have confirmed that the covariate has a significant effect on 

the catchment’s hydrological system and water balance (Novikov 1981; Hudson, Wackernagel 1994; Vaze et 

al. 2010; Meena, Nachappa 2019). For instance, the elevation with different spatial resolutions brings a 

valuable change to the catchment’s spatial patterns of both rainfall and temperature (Hudson, Wackernagel 

1994; Taesombat, Sriwongsitanon 2009). Research done by Taesombat and Sriwongsitanon (2009) revealed 

that the interpolation of point rainfall data using GLOBE-DEM (1000 m) and SRTM-DEM (90 m) elevation 

resolution as a predictor resulted in the coarser DEM resolution (GLOBE-DEM) performing slightly better 

in rainfall estimation than the finer one (SRTM-DEM). Vaze et al. (2010) investigated the effects of field 

survey DEM-derived elevation (25-m resolution) with finer-resolution light detection and ranging (LiDAR) 

DEM-derived elevation (1-m resolution) on the values of topographic indices, and the result showed that 

LiDAR DEM is a reasonably good representation of the real ground surface compared to DEMs derived 

from contour maps. Simanek and Holden (2020) suggest that DEM spatial resolution aggregated 

progressively to a coarser resolution, which resulted in decreased runoff and sediment. 

Meena and Nachappa (2019) investigated the impacts of the DEM spatial resolution (12.5, 30, and 90 m) on 

landslide susceptibility mapping through a field survey, and the result depicted that the 30-m resolution is 

better suited for landslide susceptibility mapping. Numerous scholars have investigated the impacts of 

different spatial resolutions of DEM use on hydrological modeling (Schoorl et al. 2000; Wechsler 2007; Lin et 

al. 2010). For example, Lin et al. (2010) examined the effects of different DEM grid size resolutions on 

surface runoff and sedimentation using the SWAT model, and the results indicated that total phosphorous 

(TP) and total nitrogen (TN) decreased substantially with coarser resampled resolutions, whereas the 

predicted runoffs were not sensitive to resampled resolutions. The same result depicted the effect of grid size 

change on both the catchment landscape as well as the hydrological and geomorphic processes (Brown et al. 

1993; Zhang, Montgomery 1994). 

Although the Ethiopian landscape varies from flat to complex mountainous terrain, the impact of elevation 

horizontal resolution on rainfall and related climatological variable spatial distribution at the catchment scale 
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is rarely considered and has not been extensively investigated. The studied catchment, Mille, has large 

topographic differences, with highly variable climatic and agro-ecological zones. Based on this, the objective 

of this study is to examine the effect of the DEM resolution on the spatial prediction of the catchment’s areal 

rainfall, maximum temperature, and minimum temperature, as well as to select the better and more reliable 

DEM resolution that serves as an auxiliary variable for future research work for the case of the Mille 

catchment in Ethiopia. 

2. Study area 

The studied catchment is located within the Awash River Basin (AwRB), which is the fourth largest basin in 

terms of area coverage and the seventh-largest basin in terms of surface water potential in Ethiopia (Berhanu 

et al. 2014). The Mille catchment area is nearly 5,599 km2, situated to the east of the longest mountain chain 

of the western Awash River Basin escarpment encompassing the Mille River, which drains to the Awash 

River, between 11°17'-11°76'N latitude and 39°53'-40°94'E longitude. The topography of the Mille catchment 

ranges from steep mountainous terrain in the west to a gentle slope in the middle and undulating plains to the 

east (Fig. 1). The catchment elevations range from 412-755 m and 2,218-3,656 m above sea level for lowland 

plains and mountains, respectively. Land use/land cover is generally cultivated land, shrubland, woodland, 

forestland, grassland, bare land, and water bodies (MoWR 2009). 

 

Fig. 1. Location of the Mille catchment in Ethiopia. 

According to Berhanu et al. (2014), the catchment’s climatic zone falls within five agroclimatic zones of 

Ethiopia, ranging from hot arid (<500 m) in the east to humid (>3,200 m) near the remotest of the upper 

catchment. The annual rainfall pattern is bimodal (Berhanu et al. 2016), with rain occurring between June and 

August (main rainy season) and between March and May (pre-rainy season). Based on long-term historic 
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climatic data (2000-2016), the estimated mean annual rainfall varies from approximately 465 mm on the 

easterly catchment to over 1,153 mm on the head of the drain catchment mountains, with a mean rainfall of 

782 mm, and the estimated mean annual maximum and minimum temperatures vary between 29-43°C and 

10-19°C, respectively. 

2.1. Dataset 

2.1.1. Rainfall and temperature data 

The rainfall and temperature datasets used in this study were provided by the Ethiopia National 

Meteorological Agency (ENMA). These datasets encompass mean monthly and annual rainfall and mean 

minimum and maximum temperature, which have completed, reliable, and useful historical samples masked 

from the long-term daily (2000-2016) national-level historic climate grid-based pixel dataset, as shown in 

Figure 2. These daily pixel datasets were blended by the project Enhancing National ClimaTe Services 

(ENACTS) at the national level, using combined satellite-based rainfall estimates and ground-based rainfall 

data for some African countries, such as Ethiopia; their consistency was checked using the double mass curve 

technique. 

 

Fig. 2. Mille catchment in Ethiopia and locations of sampled climate stations. 

2.1.2. Digital elevation model (DEM) data 

The Shuttle Radar Topography Mission (SRTM 3 arc-Second Global) digital elevation model (DEM) data 

were downloaded from NASA (https://urs.earthdata.nasa.gov) and resampled in steps to generate 500-m and 

1,000-m DEMs. Resampling was done using the Resampling Technique parameter, Bilinear in Data 

management tools in ArcGIS. The study site DEM was extracted from each DEM spatial resolution, and 

these DEM resolution data, such as SRTM 90 m, SRTM 500 m, and SRTM 1000 m DEM, were used as a 

covariate in the analysis to investigate whether the spatial resolution of DEM data would have any impact on 

the accuracy of areal climatic variable interpolation. 
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The spatial interpolation techniques were carried out by applying R programming used for the interpolation 

technique (Goovaerts 1997a) with the gstat package embedded within R (Pebesma, Wesseling 1998) to 

generate and evaluate the impacts of different resampled DEM spatial resolutions on climatological variable 

spatial prediction. The GIS tools (ArcGIS and QGIS) were used for processing DEM and preparing 

shapefiles. 

2.2. Methods 

Among the spatial interpolation techniques known as kriging (Matheron, Hasofer 1989), the geostatistical 

technique is considered the best unbiased linear predictor (BULP) for input data that satisfy the conditions of 

normality as the data are not skewed in any way (Isaaks, Srivastava 1994). However, climate data are often not 

symmetrical (skewness either to the right or to the left), which affects the spatial prediction of climate 

variables such as rainfall and temperature in that the few high values will overcome all the others. In 

experimental variogram prediction (Goovaerts 1997), nonsymmetric distributions are often transformed to 

conditions of normality using the natural logarithmic function and/or square root distance from the 

ocean/sea to minimize the skewness of input climate data and the influence of extreme values before 

variogram analysis and spatial interpolation (Goovaerts 1997). However, for small sampled data, such as our 

case, this can result in overprediction as well as empirical variograms that are difficult to model (Rossiter 

2014). Therefore, the transformation was not applied because of the highly sparsely distributed climate data 

(see Fig. 2). 

According to Goovaerts (1997), primary attributes of interest are usually accompanied by independent 

secondary information (auxiliary) that originates from continuous or random attributes, and the estimation 

generally improves when this information is taken into consideration, particularly in areas where the data are 

highly sparse or poorly correlated in space. Based on relevant literature reviews (e.g., Cantet 2017; Rata et al. 

2020) and due to its high performance (in most cases) compared to other interpolation methods, kriging with 

external drift (KED) was selected to assess the effects of the catchment DEM spatial resolution on the spatial 

prediction of climatic variables. The methodological framework approaches used in this research article for 

the geostatistical interpolation technique were developed as follows (Fig. 3). 
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Fig. 3. Schematic flowchart showing the estimation of spatial climatic variables. 

2.2.1. Experimental Variogram 

Of the sampled data, z(x1), z(x2) … z(xn), where x1, x2, …, xn represent the positions of the sampled in two-

dimensional space, one can estimate both cloud and experimental variograms assuming those sampled data 

were unbiased. 

The equation to compute the variogram is Matheron’s method of moments (MoM) estimator (Oliver, 

Webster 2015): 

𝛾(ℎ)  =  
1

2𝑁(ℎ)
∑ {𝑧(𝑥𝑖)  −  𝑧(𝑥𝑖  +  ℎ)}2𝑁(ℎ)

𝑖 , (1) 

where 𝛾(ℎ) is the experimental variogram, which equals one-half the squared difference between points 

separated by a distance xi ± (xi + h) (assuming no direction preference), z(xi) and z(xi + h) are the 

observed values of sampled data z at places xi and xi + h, and N(h) = 
𝑁(𝑁 − 1)

2
 is the number of paired values 

at lag h. 

There are some methods to fit a variogram model to an experimental/empirical variogram, and this paper 

uses the exponential and spherical model (Eqs. 2 and 3) via a simple method called "automatic fitting 

variogram from the package automap. 
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𝛾(ℎ) = {
𝑐0 +𝑐{1 − 𝑒𝑥𝑝(−

ℎ

𝑎
)}, 𝑓𝑜𝑟 0 < ℎ

0          𝑓𝑜𝑟 ℎ = 0                                 
 (2) 

where c0 is a nugget, c is the sill of variance, h is the lag, and a is the practical range. 

𝛾(ℎ) = {
𝑐0 + 𝑐 [

3ℎ

2𝑎
−  

1

2
(

ℎ

𝑎
)

3
]  𝑓𝑜𝑟 0 < ℎ ≤ 𝑎

𝑐0 + 𝑐                                         𝑓𝑜𝑟 ℎ > 𝑎
0                                                   𝑓𝑜𝑟 ℎ = 0

 (3) 

2.2.2. Kriging with an external drift 

Kriging with an external drift (KED)1 is a widely applied geostatistics interpolation method that considers 

auxiliary variables as external or secondary variables in the estimation of a primary attribute (Goovaerts 1997). 

In KED, a linear weighted average from the N known points with the value Zi  is used to estimate the value 

at each unknown point Zo by using both the trend and local deviations (Rossiter 2019). The KED estimator is 

as follows: 

�̂�𝐾𝐸𝐷(𝑋0) = ∑ 𝜆𝑖
𝐾𝐸𝐷𝑍(𝑋𝑖 

𝑛
𝑖=1 ) (4) 

Its expectation is as follows: 

𝐸[�̂�𝐾𝐸𝐷(𝑋0)] =∑ ∑ 𝛽𝑘
𝑛
𝑖=1 𝜆𝑖

𝐾𝐸𝐷(𝑋𝑖)𝐾       
𝑘=0  (5) 

The estimator is unbiased if: 

∑ 𝜆𝑖
𝐾𝐸𝐷𝑌𝑘(𝑋𝑖

𝑛
𝑖=1 )  =  𝑌𝑘(𝑋0) (6) 

2.3. Evaluation criteria for prediction performance 

To evaluate the prediction accuracy, the measured data were compared with the estimated values in the same 

locations. The available data are usually split into two parts, namely the training and testing datasets. The 

training data were used to fit the model, whereas the testing dataset or validation dataset was used to validate 

prediction accuracy by estimating the prediction error. This procedure is called cross-validation, and they vary 

in type (Voltz, Webster 1990; Khorsandi et al. 2012). In this study, the author used the leave-one-out-cross-

validation (LOOCV) type 1 because of the small observed dataset. In this method, the model was developed 

based on N – 1 observations and tested on the remaining observations. Next, this process was repeated for 

each observation in the dataset, and the average error for all trials was calculated. 

 
1 Confusingly, termed ‘Universal Kriging’ in gstat. 
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The predicted and measured datasets were compared by computing three statistical indices and graphically 

presenting the N sites belonging to the validation dataset. 

Statistical indices: 

The root mean square error (RMSE ) measures the precision of the predictions and should be as small as 

possible. 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑ (𝑍 ̂𝑛

𝑖=1 (𝑋𝑖) − 𝑍(𝑋𝑖))^2 (7) 

The mean biased error (MBE ) measures the bias of prediction and should be close to zero for unbiased 

methods. 

𝑀𝐵𝐸 =
1

𝑛
∑ [𝑍(𝑋𝑖)𝑛

𝑖=1 − 𝑍 ̂(𝑋𝑖)] (8) 

The coefficient of correlation (r) measures the strength of the relationship between the predicted and 

observed datasets. The value ranges between –1.0 and +1.0, and the equation is as follows: 

𝑟 =
∑ 𝑍(𝑋𝑖)∗�̂�(𝑋𝑖)𝑛

𝑖=1 −(∑ 𝑍(𝑋𝑖))(∑ 𝑍(𝑋𝑖))𝑛
𝑖=1

𝑛
𝑖=1

√𝑛(∑ (𝑍(𝑋𝑖))2)−(∑ 𝑍(𝑋𝑖))^2  𝑛
𝑖=1

𝑛
𝑖=1  √𝑛(∑ (�̂�(𝑋𝑖))2)−(𝑛

𝑖=1 ∑ 𝑍(𝑋𝑖))𝑛
𝑖=1

2
 
, (9) 

where z(𝑥𝑖) is the measured value at 𝑥𝑖, and �̂�(𝑥𝑖) is the predicted value. 

3. Results 

3.1. Effects of DEM spatial resolution on rainfall spatial prediction 

The DEM elevations with various resolutions generated from the SRTM DEM covering the study area were 

between 490 and 2,088 m, 490.1 and 2,088.4 m, and 488.5 and 2,125.7 m above sea level (Table 1 and Fig. 4). 

Table 1. Elevation values for the nine sampled climatic stations. 

Stations name 
DEM's Elevation (m.a.s.l.) 

SRTM 90-m DEM Resampled 500-m DEM Resampled 1,000-m DEM 

X055 2,088.0 2,088.4 2,125.7 

X058 1,853.0 1,835.5 1,864.6 

X059 1,574.0 1,566.0 1,559.0 

Weranso 643.0 647.1 646.8 

Waama 1,020.0 1,020.0 1,022.1 

Mille (AVA) 490.0 490.1 488.5 

Haik 2,003.0 1,996.9 2,012.8 

Chifra 928.0 927.1 924.6 

Bokeksa 1,768.0 1,733.3 1,747.2 
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Fig. 4. Box plots of the descriptive statistical values of the elevations for nine sampled climatic stations. 

Table 1 shows that the maximum elevation value increased from 2,088 to 2,125.7 with coarsening DEM 

resolutions, and the minimum elevation value decreased from 490 to 488.5 as the DEM coarsened from 90 to 

1,000 m. This may be due to the loss of detailed topographic attributes at coarser resolution (Zhang et al. 

2014; Reddy 2015). 

The spatial pattern mapped for mean monthly and annual rainfall was detailed with less error at the 500-m 

DEM resolution and the 90-m resolution than at the 1,000-m DEM resolution (Fig. 5 and Table 2). Based on 

the performance of the predicted rainfall values depicted in Table 2, the monthly rainfall data at each point 

were removed, and the remaining point input data were used to estimate the missing data by using the 

LOOCV procedure. Taking the rainy season (June, July, and August) into consideration, the KED technique 

with 500-m DEM as a covariate produced relatively smaller (larger in r) values of RMSE and MBE than the 

KED techniques with 90-m and 1,000-m DEM as a covariate for the spatial prediction of catchment rainfall 

both at monthly and annual temporal scales, respectively.  

On the other hand, the rainfall spatial distribution in two months, such as December and February, was less 

correlated with an auxiliary variable (elevation) and its resolution. Surprisingly, January’s monthly spatial 

rainfall distribution was exceptional and was less negatively correlated with elevation itself and its resolution. 

The reasons were that supplements to local factors (e.g., topography), the spatial rainfall patterns were 

affected by different global and regional factors, such as the Inter-Tropical Convergence Zone (ITCZ), 

Tropical Easterlies, interseasonal variation, and latitudinal locations (Dawit 2010; Melesse et al. 2014). The 

results indicate that the KED with the 500-m DEM as a covariate was the most suitable for mean monthly 

and annual areal rainfall estimation compared to the other DEM resolutions. 
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In general, the point rainfall depths vary with spatial and temporal scales and tend to increase with increasing 

elevations because of the orographic effect, which results in a lifting of air vertically and forms clouds due to 

the adiabatic cooling effect. 

 

Fig. 5. July and August mean monthly rainfall map for 17 years at (A) 500-m DEM resolution, (B) 1,000-m DEM 

resolution, and (C) 90-m DEM resolution using KED. 
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Table 2. Statistical evaluation of the impact of DEM resolution on spatial rainfall prediction. 

 

 

 

 

 

 

 

 

 

 

 

 

 

NB: Ro = observed mean rainfall (mm), Re = estimated mean rainfall (mm). 

 

 

Month Ro 
90-m DEM and evaluation criteria 500-m DEM and evaluation criteria 1,000-m DEM and evaluation criteria 

Re RMSE MBE r Re RMSE MBE r Re RMSE MBE r 

Jan 11.42 11.79 5.72 –0.36 –0.015 11.82 5.77 –0.39 –0.047 11.83 5.81 –0.4 –0.067 

Feb 6.799 6.752 3.17 0.05 0.570 6.748 3.14 0.05 0.578 6.758 3.16 0.04 0.572 

Mar 37.92 38.33 9.05 –0.41 0.856 38.32 9.00 –0.41 0.858 38.36 9.27 –0.45 0.848 

Apr 57.64 58.13 9.91 –0.49 0.863 58.15 10.00 –0.51 0.860 58.19 10.33 –0.55 0.850 

May 43.40 43.95 9.26 –0.56 0.838 43.96 9.32 –0.57 0.835 44.01 9.63 –0.61 0.824 

Jun 16.49 16.617 4.35 –0.13 0.878 16.616 4.32 –0.13 0.880 16.638 4.44 –0.15 0.873 

Jul 192.76 194.87 35.96 –2.11 0.891 194.86 35.64 –2.10 0.893 194.92 36.08 –2.16 0.890 

Aug 216.06 218.1 34.81 –2.05 0.878 218.1 34.24 –2.03 0.882 218.2 35.09 –2.13 0.875 

Sep 64.03 64.69 13.45 –0.67 0.871 64.73 13.68 –0.70 0.866 64.79 14.12 –0.76 0.857 

Oct 24.16 24.64 7.39 –0.48 0.746 24.66 7.46 –0.50 0.741 24.68 7.60 –0.52 0.730 

Nov 16.08 16.25 2.76 –0.17 0.849 16.25 2.75 –0.17 0.851 16.26 2.81 –0.17 0.844 

Dec 12.00 12.232 4.71 –0.24 0.500 12.243 4.74 –0.25 0.490 12.253 4.80 –0.26 0.475 

Annual 698.8 706.4 123.96 –7.64 0.884 706.8 122.65 –7.52 0.894 706.8 127.35 –8.08 0.877 
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3.2. Effects of DEM resolution on the spatial pattern of temperature 

The spatial map of maximum temperature produced by KED using various DEM resolutions as a 

covariate showed more gradual and smoothing changes, with a regular distribution in the middle to 

the lower parts of the catchment. At the uppermost and escarpment parts of the catchment, the 

spatial map appeared irregularly distributed and with discontinuous borders, showing an abrupt 

change in spatial distribution (Fig. 6A-C). 

Tables 3 and 4 show that the spatially predicted mean maximum and minimum temperature values 

were similar to the analyzed predicted rainfall in that they were significantly influenced by the DEM 

but less influenced by the DEM’s horizontal resolution. Based on the statistical evaluation of three 

DEM resolutions in terms of RMSE, MBE, and r of the KED technique, the 90-m DEM resolution 

depicted the lowest error (highest r value) relative to the remaining DEM resolutions on maximum 

and minimum temperatures. As depicted in Figure 6A-C, the spatial pattern of maximum 

temperature gradually increases from west to the east following the elevation, which decreases 

progressively from west to east. Thus, based on the visual inspection of expert knowledge and 

statistical evaluations, it can be concluded that the spatial distributions of the mean minimum and 

maximum temperatures were presented in better detail at a 90-m DEM resolution than at the other 

DEM resolutions. 
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Fig. 6. May and June mean monthly maximum temperature map for 17 years at (A) SRTM 90-m DEM resolution, (B) SRTM 1,000-m 

DEM resolution, and (C) SRTM 500-m DEM resolution using KED. 
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Table 3. Mean monthly and annual maximum values observed and estimated temperature (°C) and covariates. 

 

NB: – (Tmax)o – observed mean maximum temperature, (Tmax)e – estimated mean maximum temperature. 

  

Month (Tmax)o 
SRTM 90-m DEM and evaluation criteria SRTM 500-m DEM and evaluation criteria SRTM 1,000-m DEM and evaluation criteria 

(Tmax)e RMSE MBE r (Tmax)e RMSE MBE r (Tmax)e RMSE MBE r 

Jan 31.62 31.71 1.73 –0.09 0.897 31.70 1.77 –0.08 0.892 31.70 1.76 –0.07 0.893 

Feb 33.47 31.71 0.68 0.02 0.984 33.45 0.73 0.02 0.981 33.45 0.76 0.03 0.980 

Mar 36.06 36.11 1.69 –0.05 0.938 36.10 1.74 –0.04 0.935 36.10 1.71 –0.03 0.936 

Apr 36.69 36.77 1.45 –0.08 0.966 36.76 1.52 –0.07 0.963 36.75 1.50 –0.07 0.964 

May 37.36 37.38 0.90 –0.02 0.985 37.38 0.97 –0.02 0.983 37.37 0.98 –0.01 0.982 

Jun 39.01 39.08 1.89 –0.07 0.941 39.07 1.97 –0.05 0.935 39.05 1.97 –0.04 0.935 

Jul 38.86 38.99 2.20 –0.14 0.933 38.99 2.27 –0.13 0.929 38.98 2.27 –0.12 0.929 

Aug 35.77 35.85 1.43 –0.08 0.974 35.84 1.49 –0.07 0.972 35.84 1.47 –0.06 0.973 

Sep 34.38 34.32 1.64 0.06 0.960 34.31 1.68 0.06 0.958 34.31 1.70 0.07 0.957 

Oct 34.33 34.36 1.16 –0.03 0.979 34.36 1.23 –0.03 0.976 34.35 1.24 –0.02 0.975 

Nov 33.04 33.18 2.14 –0.14 0.916 33.17 2.20 –0.13 0.912 33.16 2.16 –0.12 0.914 

Dec 30.42 30.43 0.62 –0.02 0.987 30.43 0.67 –0.02 0.985 30.43 0.68 –0.01 0.985 

Annual 35.08 35.13 1.17 –0.05 0.974 35.13 1.23 –0.05 0.971 35.12 1.22 –0.04 0.971 
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Table 4. Mean monthly and annual minimum values observed and estimated temperature (°C) and covariates. 

 

NB: – (Tmin)o – observed mean minimum temperature, (Tmin)e – estimated mean minimum temperature. 

 

Month (Tmin)o 
SRTM 90-m DEM and evaluation criteria SRTM 500-m DEM and evaluation criteria SRTM 1,000-m DEM and evaluation criteria 

(Tmin)e RMSE MBE r (Tmin)e RMSE MBE r (Tmin)e RMSE MBE r 

Jan 11.63 11.569 0.88 0.06 0.945 11.569 0.86 0.06 0.947 11.567 0.88 0.06 0.945 

Feb 12.46 12.381 1.10 0.08 0.941 12.381 1.09 0.08 0.942 12.379 1.12 0.08 0.939 

Mar 14.00 13.930 0.98 0.06 0.951 13.910 1.00 0.07 0.948 13.890 1.02 0.07 0.946 

Apr 15.64 15.580 0.89 0.06 0.965 15.580 0.92 0.06 0.962 15.570 0.94 0.06 0.960 

May 16.71 16.630 0.97 0.06 0.968 16.640 0.97 0.07 0.968 16.620 1.01 0.07 0.966 

Jun 17.68 17.600 1.17 0.08 0.966 17.600 1.18 0.08 0.965 17.610 1.22 0.08 0.963 

Jul 17.47 17.410 0.95 0.06 0.969 17.410 1.00 0.07 0.966 17.400 1.02 0.07 0.965 

Aug 16.41 16.340 1.09 0.07 0.950 16.330 1.12 0.07 0.947 16.330 1.14 0.08 0.945 

Sep 16.00 15.920 1.23 0.08 0.950 15.920 1.24 0.08 0.948 15.910 1.28 0.08 0.946 

Oct 13.24 13.165 1.07 0.08 0.958 13.166 1.06 0.07 0.960 13.163 1.09 0.08 0.957 

Nov 11.49 11.404 1.40 0.09 0.909 11.404 1.37 0.09 0.913 11.402 1.38 0.09 0.911 

Dec 10.71 10.641 1.04 0.07 0.936 10.641 1.01 0.07 0.939 10.640 1.02 0.07 0.937 

Annual 14.46 14.389 1.03 0.07 0.956 14.390 1.02 0.07 0.957 14.388 1.04 0.07 0.955 
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4. Discussion 

As illustrated in Figures 7A and B, the relationships between the mean annual rainfall and the mean 

maximum annual temperature of each sampled climatic station between 2000 and 2016 and its elevation were 

plotted. The mean annual rainfall and mean maximum annual temperatures tended to increase/decrease with 

increasing observed elevations, with coefficients of determination of 0.86 and 0.97, respectively. However, the 

spatial resolution among the three DEMs had no significant effect on the spatial prediction of climatic 

variables (see Tables 2 and 3). The analysis indicates that the most important characteristics, such as the mean 

annual and mean monthly climatological variables, rainfall and temperature, were significantly correlated with 

DEM elevation but less correlated with DEM resolution. 

 

Fig. 7. Correlation diagram of annual mean predicted rainfall (A) and mean maximum predicted temperature (B) with 

elevation. 

The predicted minimum and maximum temperatures were interpolated and extrapolated by KED to 

unsampled regions with a well-performing horizontal resolution DEM as a covariate (Figs. 8A, B). As seen in 

the developed maps, the highest amounts of spatial temperature were distributed in the catchment at the 

lowest elevations, which confirms that the spatial distribution of mean temperature is linearly correlated with 

the selected DEM (see Tables 3 and 4). 
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Fig. 8. Spatial map of the mean minimum and maximum annual temperatures with 90-m elevation as external drift, using 

the sampled stations. 

The primary novelty of the study resides in the evaluation and selection of DEM with the spatial resolution 

which shows relatively good performance in the prediction of the spatial distribution of climatological 

variables based on cross-validation techniques and, to some extent, expert knowledge. According to the 

proposed techniques, selecting covariates slightly improves the predictive performance of KED. For instance, 

the mean annual rainfall predicted using elevation with spatial resolutions of 500 and 90 m showed a slightly 

good performance (RMSE = 122.65, MBE = –7.52, r = 0.89, and RMSE = 123.96, MBE = –7.64, r = 0.88) r 

compared to the 1,000-m resolution DEM (RMSE = 127.35, MBE = –8.08, r = 0.877). 

The proposed procedure achieved good performance regarding the prediction of mean minimum and 

maximum annual and monthly temperature with elevation but showed lower performance on the prediction 

of both mean monthly and annual temperature with various DEM resolutions. Similar to a previous study 

(Taesombat, Sriwongsitanon 2009), the optimum coarser DEM (500-m SRTM-DEM) resolution seemed to 

outperform both the mean monthly and annual rainfall estimations compared to the finer DEM (90-m 

SRTM-DEM) and coarser (1,000-m SRTM-DEM) resolutions, whereas the fine resolution (90-m SRTM-

DEM) showed relatively less error in the mean monthly minimum and maximum temperature estimations 
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than the remaining two DEM resolutions. This approach seems to be a great opportunity to perform and 

select the more advanced horizontal resolution of DEM, which is used as a predictor for geostatistical 

interpolation techniques in mountainous catchments with overly sparse and unrepresentative observational 

climatic data. 

5. Conclusions 

This study compared and examined the impacts of three DEM resolutions (SRTM 90-m DEM, SRTM 500-m 

DEM, and SRTM 1,000-m DEM) on the spatial prediction of rainfall and temperature in a topographic 

complex catchment by using the KED interpolation technique. Three different DEM resolutions were tested 

on a 5599-km2 catchment. The minimum and maximum elevations in the catchment varied substantially due 

to DEM resolutions (see Table 1), and the results indicated that changes in DEM resolution somehow 

influenced the outcomes of the prediction performance for both rainfall and temperature. In general, there 

were two different effects of DEM resolution. The first was the overestimation of mean monthly and annual 

rainfall and maximum temperature, and the second was the underestimation of mean monthly and annual 

minimum temperature. The LOOCV procedure infers that for mean monthly and annual rainfall, the coarser 

DEM resolution (500-m SRTM-DEM) performed better in spatial prediction with less error, whereas for 

mean maximum and minimum temperature spatial estimation, the finer DEM resolution (SRTM 90-m DEM) 

performed slightly better than the remaining DEM spatial resolution. This type of interpolation technique 

plays a fundamental role in various applications by assessing the effects of climate on hydrology, the 

environment, agricultural activities, and water resource development. Overall, the findings in this paper 

confirm that, as the DEM resolutions vary, the impact on the spatial prediction of the climatic variable is less 

significant. However, a substantial difference in resolution brings a small elevation change (vertical height), 

and this may affect hydrologically important topographic attributes calculated from DEM, such as slope, 

aspects, and drainage networks, specifically in mountainous catchments (Wilson et al. 1998). There are 

important implications for those interested in using spatially distributed topographic attributes for further 

applications (Moore et al. 1991; Brown et al. 1993; Lin et al. 2010). Therefore, it is recommended to consider 

further application uses, specifically in mountainous catchments.  
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Abstract 

With climatic changes, access to freshwater resources becomes more limited. Correspondingly, water monitoring methods in 

sensitive or critical areas in terms of groundwater amount are becoming increasingly important. The monitoring of the water 

levels in these regions, using appropriate methods and data sets, is highly effective in preventing possible future water crises. This 

paper aims estimated water storage changes with available tools and data in southeastern Anatolia, Turkey, where hydro-

climatological studies are scarce due to limited observations. Data obtained from the Gravity Recovery and Climate Experiment 

satellite mission and the Global Land Data Assimilation System were used for the analysis of water storage changes in the study 

area. The results demonstrate that water storage shows a downward trend in all subareas, particularly in high-elevation regions. In 

addition, climatic changes have both short- and long-term impacts on water storage. Climatic variables (increasing temperature 

and decreasing precipitation) showed the highest correlation with water storage at 2-month lags. The monitoring of water storage 

is crucial for the region, and our results confirm the major role of such monitoring in decision-making processes and water 

resource management. 
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1. Introduction 

Water is an indispensable element in human life. Freshwater is of great importance in terms of agricultural 

productivity, human health, and the economic activities of a growing population. Nevertheless, many 

regions in the world face water shortages triggered by climate change and anthropogenic factors. 

Freshwater accounts for less than 3% of the total amount of water on Earth and is mainly stored in polar 

glaciers or underground (Chao et al. 2018). For the sustainable management of water, it is essential to 

assess variations in groundwater storage(Famiglietti et al. 2011; Jiao et al. 2015; Yin et al. 2020).  

In many regions of the world, especially in developing countries, valuable water resources tend to decrease 

due to reasons such as overconsumption of groundwater or inadequate water management (Salem et al. 

2017; Moghim 2020). This is also an issue in the Middle East, which is facing severe water scarcity (Voss 

et al. 2013; Madani 2014; Al-Zyoud et al. 2015; Forootan et al. 2016). Consequently, one of the vital 

problems for countries of the Middle East is how they can most efficiently use their water resources (FAO 

2021). Southeastern Anatolia, through which the rivers Euphrates and Tigris flow, has a strategic 

importance for the Middle East region, and these rivers have always been a crucial water resource for 

Middle East countries. In this context, the GAP (Southeastern Anatolia Project) has been running since 

the beginning of the 1990s, with the aim to optimize the exploitation of the water resources of the region 

47



for hydropower and irrigation (Yılmaz et al. 2019). Water storage changes in Southeastern Anatolia will 

affect not only the region but also the surrounding countries. 

Quantitative models and estimations regarding the temporal-spatial variations of water storage are 

required for an effective sustainable water resources management in this region (Joodaki et al. 2014). In 

this context, the Gravity Recovery and Climate Experiment (GRACE) mission can provide valuable 

gravity data for monitoring global/regional water resource changes (Tapley et al. 2004a; Wouters et al. 

2014; Godah et al. 2018; Öztürk et al. 2018, 2020; Öztürk 2020). Trustworthy large-scale values can be 

obtained from GRACE, and many extensive studies about groundwater changes, using GRACE data, 

have been carried out in several parts of the world (Rodell et al. 2009; Tiwari et al. 2009; Voss et al. 2013; 

Nie et al. 2018; Hussain et al. 2021; Massoud et al. 2021; Akhtar et al. 2022; Ali et al. 2022; Wang et al. 

2022; Zhang et al. 2022). Tiwari et al. (2011) stated that hydrological variations have strong effects on 

GRACE measurements. Also, Scanlon et al. (2012) indicated that GRACE has the unique ability to 

provide gravity data for the assessment of groundwater changes; the authors demonstrated the 2006-2010 

drought in the California Central Valley, USA, which showed a decreasing trend in groundwater storage. 

The Global Land Data Assimilation System (GLDAS) has also been widely employed for the estimation 

of groundwater changes (Feng et al. 2013; Huang et al. 2015; Long et al. 2016; Sahoo et al. 2021; Zhang et 

al. 2021; Dubey et al. 2022; Öztürk 2022; Zheng et al. 2022); it provides the hydrological status of the 

Earth at a 0.25° resolution (Rodell et al. 2004). In 2008, Syed et al. (2008) combined GRACE and GLDAS 

data to evaluate terrestrial water storage (TWS) and stated that they are consistent with each other. All 

these studies have shown that the TWS dataset obtained from GRACE and GLDAS can be useful for the 

evaluation and analysis of variations in water resources. 

This study was carried out in the southeastern region of Turkey, where hydrology models and satellite 

gravimetry data from GRACE had not been used before for the analysis of water resource changes. The 

aim was to investigate the temporal and spatial features of water storage changes as well as the effects of 

climate change in the region. Additionally, the performances of TWS, estimated from the GLDAS, and 

liquid water equivalent (LWE) measurements, estimated from GRACE, were evaluated. Since insufficient 

observations limit hydro-climatological studies in the region, the results of this study are important in 

terms of the future of the resources and the influence of climatic changes. 

2. Materials and methods 

2.1. Study area 

The study was performed in the southeastern region of Turkey, over latitude 36.5ºN–38.5ºN and 

longitude 36.3ºE–44.5ºE. The region comprises fertile plains and rugged mountains, of which the Cilo 

Mountain is the highest part of the study area, with a peak elevation of 4,135 m above sea level. The 

climate is diverse; the western parts receive more precipitation and have milder temperatures compared to 

the eastern parts. The eastern region is covered with a layer of snow in winter; the number of days with 
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snow cover exceeds 80 in the provinces of Van and Hakkari in Subarea 6 (Günal 2013). The research area 

was divided into nine equal sub-areas, considering the centers of the mass concentrations (mascons) 

provided by the Goddard Space Flight Center (GSFC), as shown in Figure 1. 

 

Fig. 1. Map showing the study area with the nine subareas (S1, S2, …, S9). 

2.2. Data and methodology 

The terrestrial water budget consists of four major components, shown in Equation 1 (Zhang et al. 2018; 

Moghim 2020): 

𝑃 − 𝑅 − 𝐺 − 𝐸𝑇 = Δ𝑇𝑊𝑆, (1) 

Where P, G, R, ET, and Δ𝑇𝑊𝑆 symbolize precipitation, groundwater, runoff, evapotranspiration, and total 

water storage changes, respectively. We used satellite data and a hydrological model to analyze water 

storage changes in southeastern Anatolia. To define the relationship between LWE and climate change 

more clearly, time-lagged cross-correlations between LWE and climatic variables were estimated as 

follows: 

𝜌𝑙 =
𝑐𝑜𝑣(𝐿𝑊𝐸𝑡+𝑙,𝑉𝑡)

𝜎𝐿𝑊𝐸𝜎𝑉
, (2) 

where V shows the climatic variables (precipitation and temperature) and l is the time lag, varying from 0 

to 3 months. 

2.2.1. GRACE Mascon products 
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The GRACE satellite mission is a joint project of NASA (National Aeronautics and Space 

Administration) and DLR (German Aerospace Center) (Tapley et al. 2004b). The GRACE satellite 

mission, launched in 2002, measures the time-variable gravity field. These measured variations are 

exploited for the estimation of mass changes, thus water storage changes; the monthly equivalent water 

thickness values in a region reveal water storage variation. This research spans 156 months, from January 

2003 to December 2015. The equivalent water thickness (liquid water equivalent, LWE) from GRACE 

mascon solutions, provided by the GSFC, consists of soil moisture, plant canopy surface water, 

accumulated snow, and surface and groundwater (Moghim 2020). The GSFC mascons with a 1×1 spatial 

resolution can capture all signals from GRACE and can be employed without further processing; they are 

available at GSFC (2022). Gaps in the data were filled by means of linear interpolation. Since the TWS is 

used for the total water storage changes obtained with the GLDAS, the total water storage changes 

obtained with GRACE is shown as LWE to avoid confusion.  

2.2.2. GLDAS Noah Land Surface Model 

The GLDAS has been jointly produced by the National Oceanic and Atmospheric Administration 

(NOAA) and NASA (Rodell et al. 2004). It provides 3-hourly and monthly global data, including 

hydrological components, heat fluxes, meteorological variables, and radiation, from 1948 onward. In this 

study, GLDAS-2 0.25-degree products (GLDAS_NOAH025_M) were used. Compared to previous 

versions, some improvements have been carried out in GLDAS-2. This version has a model version 

upgrade, uses modified MODIS 20-category vegetation, GTOPO30 for elevation, and Hybrid 

STATSGO/FAO for soil texture. In this study, GLDAS products of monthly precipitation, temperature, 

and terrestrial water storage, including plant canopy surface water, snow water equivalent, and soil 

moisture from January 2003 to December 2015, were employed. The GLDAS datasets are available at 

GES DISC (2022). 

Terrestrial hydro-climatology data obtained from the GLDAS can be used to conveniently assess water 

storage variations. Terrestrial water storage (TWS ) consists of all surface and groundwater; it is derived 

from the GLDAS can be defined as follows (Moghim 2020; Zhang et al. 2021): 

TWS = SWE + SM + PCSW, (3) 

where SWE is the snow water equivalent, SM is the soil moisture composed of four layers which have 

different depths (0-10 cm, 10-40 cm, 40-100 cm, 100-200 cm; 0-200 cm were used in this study), and 

PCSW represents plant canopy surface water. To assess the relationship between the LWE from GRACE 

and the TWS from the GLDAS, monthly anomalies (∆𝑎𝑛𝑜𝑚) were estimated with the following equation: 

∆𝑎𝑛𝑜𝑚= 𝑃𝑚𝑜𝑛𝑡ℎ𝑙𝑦 − 𝑃𝑚𝑒𝑎𝑛, (4) 
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where 𝑃𝑚𝑜𝑛𝑡ℎ𝑙𝑦 reflects monthly the GLDAS and GRACE variables and 𝑃𝑚𝑒𝑎𝑛 is the mean value of the 

variables in the study period (2003-2016). 

3. Results and discussion 

3.1. LWE from GRACE 

When the monthly LWE data were analyzed, the maximum change in the water storage in the region was 

observed for September 2014. Figure 2 illustrates the spatial variations in water storage in the southeastern 

region of Turkey in September 2014. The maximum decrease in water storage was recorded in Subareas 3, 

4, and 5. The same subareas experienced both the most increase and decrease in mass variations in 2004 

and 2014, respectively. The time series of the LWE average value for all subareas is shown in Figure 3. 

 

Fig. 2. Water storage changes in September 2014, LWE (cm). 

Based on Figure 3, the seasonal pattern dominated the LWE time series for the study period. Between 

2004 and 2014, the maximum increase in the LWE was observed in February 2004, and the maximum 

decrease was observed in September 2014. This result can be attributed to the precipitation over the 

region (Kayhan, Alan 2012). The average LWE showed a remarkable downward trend, with a decrease of 

~1 cm per year. The decreasing trend in some subareas was more considerable. Particularly, Subareas 5 

and 6 showed decreases of approximately 2 cm per year, revealing that in these regions, the discharge 

amounts are larger than the recharge amounts. The results also indicate that peak points of LWE changes 

for all subareas occurred in spring and autumn and are related to the precipitation pattern. These 

variations might be a result of the dry and rainy seasons. 

The average of the liquid water equivalent for the region was estimated for all months (Fig. 4); all months 

showed a downward trend, albeit at different degrees. The LWE variations showed negative values, 

especially in the months after July. The month with the maximum reduction ratio was February. The 

multi-year trend values illustrated in Figures 3 and 4 were estimated via linear regression. 
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Fig. 3. Spatial average of the liquid water equivalent (LWE) in the study area (blue line) and trend of the LWE (red 

dots). 

 

Fig. 4. Average of the liquid water equivalent (LWE) for individual months from 2003 to 2016. 

3.2 TWS from GLDAS 

To evaluate the TWS trend, the time series of the TWS average value for all subareas is demonstrated in 

Figure 5. The amounts of snow water equivalent, soil moisture, and plant canopy surface water decreased 

from 2003 onward. Soil moisture, affected by climate change through variations in temperature and 
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rainfall, showed a decrease of ~15 mm per decade. High temperatures over long periods can result in 

increased evaporation and, consequently, decreased soil moisture. Furthermore, climate change affects 

precipitation types as well as the amount and frequency of precipitation, and increasing temperatures 

cause precipitation to fall as rain rather than snow. In the last decades, the temperature has increased, and 

the precipitation patterns and types have been affected, especially in growing cities (Tayanç, Toros 1997; 

Tayanç et al. 2009). As seen in Figure 5, the amount of the SWE showed a decrease of approximately 17 

mm per decade. 

 

Fig. 5. Domain average of the TWS involving soil moisture (a), snow water equivalent (b), and plant canopy surface 

water (c). 

Figure 6 shows the mean LWE and TWS anomalies based on GRACE and GLDAS. The obtained 

results provide evidence that both data sets are consistent and highly correlated with each other (ρ = 

0.87). This consistency indicates that groundwater and surface water in the region are parallel with 

accumulated snow, soil moisture, and plant canopy surface water during the study period. The relationship 

between TWS and LWE anomalies was evaluated spatially, and their cross-correlation values are given in 

Table 1. 
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Fig. 6. Anomalies of the liquid water equivalent (LWE, blue line) and terrestrial water storage (TWS, red dashed line). 

Table 1. Correlation between terrestrial water storage (TWS) and liquid water equivalent (LWE) anomalies for all 

subareas. 

Subareas Correlation value 

1 0.93 

2 0.93 

3 0.98 

4 0.99 

5 0.98 

6 0.93 

7 0.93 

8 0.93 

9 0.93 

According to Table 1, both LWE and TWS anomalies were highly and positively related in all subareas, 

which indicates that the SM, SWE, and PCSW components of the terrestrial water storage coincide with 

the LWE trend and that the other components (e.g., surface and groundwater) of the LWE do not exhibit 

a distinct trend during the study period. 

3.3. Analysis of water storage changes 

Increased temperature and evaporation are results of climate change and have a direct effect on water 

storage. To evaluate the short- and long-term impacts of climate change, initially, the correlation between 

climatic variables (temperature and precipitation) and the LWE was estimated ( Table 2). The anomalies of 

these climatic variables used in the study were obtained by subtracting the average value from each month. 

As seen in the 0 lag column in Table 2, increasing temperatures go along with a reduction in water storage 

in all subareas, with a negative correlation. In addition, increasing temperatures had the largest negative 

effect on water storage at the end of 2 months almost in all subareas. Regarding the precipitation results in 

Table 3, the highest relation was observed again at 2-month lags almost in all subareas. It should be 

mentioned that the ranges of correlation at 2-month lags was almost twice as much as that of the 0-month 

lag (without lag). Climatic changes affect some variables immediately and some after a certain period. For 
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example, soil moisture can increase instantly with precipitation, whereas groundwater resources can only 

increase when they receive sufficient precipitation. In addition, it is crucial that precipitation accumulates 

as snowpack, in addition to the amount of precipitation.  

Table 2. Correlation between the liquid water equivalent (LWE) and anomalies of temperature at 0 lag, 1-month, 2-

month and 3-month lags for all subareas. 

Subareas 
Correlation for time lag 

0 lag 1-month lag 2-month lag 3-month lag 

Subarea 1 -0.32 -0.64 -0.79 -0.74 

Subarea 2 -0.18 -0.55 -0.79 -0.83 

Subarea 3 -0.25 -0.62 -0.83 -0.83 

Subarea 4 -0.30 -0.67 -0.86 -0.83 

Subarea 5 -0.34 -0.70 -0.87 -0.82 

Subarea 6 -0.33 -0.68 -0.86 -0.81 

Subarea 7 -0.28 -0.59 -0.74 -0.72 

Subarea 8 -0.29 -0.68 -0.88 -0.85 

Subarea 9 -0.34 -0.69 -0.85 -0.80 

Table 3. Correlation between the liquid water equivalent (LWE) and anomalies of precipitation at 0 lag, 1-month, 2-

month, and 3-month lags for all subareas. 

Subareas 
Correlation for time lag 

0 lag 1-month lag 2-month lag 3-month lag 

Subarea 1 0.32 0.56 0.62 0.54 

Subarea 2 0.19 0.48 0.60 0.59 

Subarea 3 0.30 0.56 0.63 0.55 

Subarea 4 0.35 0.57 0.60 0.50 

Subarea 5 0.40 0.60 0.59 0.46 

Subarea 6 0.42 0.57 0.52 0.37 

Subarea 7 0.17 0.43 0.54 0.52 

Subarea 8 0.31 0.62 0.73 0.67 

Subarea 9 0.33 0.62 0.66 0.59 

In the research area, the highest decrease in LWE occurred in Subarea 2, which was located at the highest 

elevation. The two subareas with the least decrease in LWE were Subareas 8 and 9, at lower elevations 

(Fig. 1). These results indicate that a prolonged snow line in subareas at high elevations decreases against 

the background of a changing climate. Alternatively, the results verified that climate change (a downward 

trend in snowpack/precipitation and an upward trend in temperature) has a notable impact on water 

storage in the region. Besides, anthropogenic activities, mainly agriculture, urbanization, and dam 

construction, can also influence water storage. At the beginning of 2016, 19 dams were completed in the 

study region, in the framework of the GAP project. In addition, the area opened to irrigation in 2002 was 

198,854 ha and increased to 474,528 ha in 2016 (GAP Administration 2016). The reverse migration and 

meticulous water management in the region reduced the negative consequences of human activities. 

However, the negative water budget in the LWE and TWS results (Figs. 2 and 6) in the region emphasizes 

the requirement for groundwater monitoring to achieve sustainable water management. 
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4. Conclusions 

Today, many regions of the world are concerned about their available water supply. Human activities, 

growing populations, and inadequate management make access to clean water increasingly more difficult. 

The lack of effective and sufficient observations in countries (especially developing countries) results in 

improper management. In this sense, the major tasks of the satellite and hydrology model in the analysis 

of water storage in areas with limited observations are emphasized. 

The aim of the paper is to investigate the temporal and spatial features of water storage changes along 

with the effects of climate change in the southeastern region of Turkey. Additionally, terrestrial water 

storage estimated via the GLDAS and the liquid water equivalent estimated via GRACE were evaluated. 

Based on these results, water storage shows a downward trend in all subareas, especially in high-elevation 

regions. The spatial pattern of the LWE decline follows the patterns of accumulated snow and soil 

moisture, which have the largest reductions from the TWS components. 

Climate change and anthropogenic activities remarkably affect water resources. The results obtained here 

show that water storage is easily influenced by climatic variables (precipitation and temperature), both 

directly and indirectly. For example, increasing temperature and decreasing precipitation showed the 

highest correlations with water storage after 2-month lags, which indicates that the long-term effects of 

climatic changes need to be well defined and the time delays between the related signals need to be 

determined. In addition to climate change, there are notable human activities in the study region, such as 

irrigation, canal establishment, and construction, affecting water resources. The GAP project, which has 

been ongoing in the region for years, aims for sustainable development with conserving natural resources.  

This study provides evidence that the GRACE satellite pair provides users with valid data even in regions 

where observations are limited. In addition, simulated models, such as GLDAS, provide supporting data. 

The obtained results also show that long-term monitoring of water storage is necessary to prevent possible 

water shortages in the future and to conserve natural resources. Continuous monitoring, which is a 

requirement of sustainable water management, is also of vital importance in terms of saving freshwater 

and delivering it to future generations. 
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Convective environment and development of a tornadic supercell in the Czech Re-

public on 24 June 2021 
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Abstract 

This study documents the atmospheric conditions and the development of a tornadic supercell in the Czech Republic, which oc-

curred on the early evening on 24 June 2021. I used the data from the ERA5-reanalysis, vertical atmospheric sounding, synoptic 

map, and a Sentinel-2 satellite image to determinate the tornado route. As a result of the analysis, it can be concluded that the de-

velopment of this tornadic supercell was caused by high CAPE values, amounting to around 5,000 J·kg-1, 0-6 km AGL wind shear 

30 m·s-1, storm-relative helicity with values of 150 m2·s-2 and a wavy atmospheric front. The tornado occurred around 19:30 local 

time (1730 UTC) in the town Hrušky and moved north-east, reaching the town Hodonín. Based on satellite image derived from 

Sentinel-2, the widest point of the tornado reached 70 meters; it traveled a distance of about 20 kilometers and had a force of 

EF3/T5 on the Fujita/TORRO scale. As a result of this event, 6 people lost their lives, 200 people were seriously injured, and 

hundreds of buildings and cars were destroyed. Further studies on strong thunderstorm incidents in Europe are necessary for 

their better understanding and prediction. 
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1. Introduction 

Dangerous weather phenomena, related to atmospheric convection, are observed in Central Europe 

mostly in the summer season. Recently, tornadoes, large hailstones, or high lightning activity of the atmos-

phere during thunderstorms have frequently been observed (Taszarek et al. 2021a-b). In Europe, torna-

does are a rare phenomenon due to a number of complex and non-linear factors in the atmosphere that 

cause a tornado to form. According to the AMS Glossary of Meteorology, a tornado is defined as a "rotating 

column of air, in contact with the surface, pendant from cumuliform cloud, and often visible as a funnel 

cloud and/or circulating debris/dust at the ground" (Glickman 2000, term updated 8 October 2013). Tor-

nadoes occur in a small area for a short time, causing significant material damage and threatening human 

health or life, making it necessary to precisely forecast them. Forecasting tornadoes in relation to the spa-

tial area, probability of occurrence or time is extremely difficult, and independent climatological studies on 

tornadoes have been prepared for various areas of Europe (Meaden 1976; Groenemeijer, Kühne 2014; 

Taszarek, Brooks 2015; Antonescu et al. 2016; Brázdil et al. 2020; Grieser, Haines 2020).  

The most severe tornado in Europe in modern era struck on August 19, 1845, in Montville, France, where 

80 people were injured. As a result of the reconstruction of the damage caused by the tornado in 1091 in 

London, it can be stated that over 600 wooden houses were damaged (Meaden 1976). It is assumed that if 

a tornado of similar strength appeared in "today's" London, the material losses would amount to several 

million pounds, in addition to the huge threat to the local population. In the 20th century, tornadoes in 

60

https://orcid.org/0000-0003-1294-0932


Europe were usually regarded as strong but rare phenomena, as has been and is happening in the USA 

(Fujita 1973; Meaden 1976; Peterson 1982). Research covering the area of Europe has confirmed that 

these phenomena most often form in the June-August period. Comparing the intensity of tornadoes in 

Europe to those occurring in the United States, tornadoes in the east and west of Europe are more likely 

to be supercell tornadoes (Antonescu et al. 2016). 

The creation of the European Severe Weather Database (ESWD; Groenemeijer et al. 2004; Dotzek et al. 

2009), managed by the European Severe Storms Laboratory (ESSL), has led to an increased detection of 

severe weather events. Mass media now play an important role in documenting phenomena such as hail-

storms or damage caused by strong winds. Antonescu et al. (2016) showed that, in the period of 1800-

1850, approximately eight tornadoes were reported per year. In contrast, from 2000-2014, 242 tornadoes 

per year were reported.  

Because of the difficulties in data collection, climatological results will always be somehow unreliable. Usu-

ally, when information about a destructive tornado or windstorm that passed through an area appears in 

the media, the event is only memorable until the next similar event. However, because of the ESWD data-

base and other studies documenting particularly dangerous cases of tornadoes or thunderstorms, such 

events can be more reliably forecasted. In Europe, tornadoes are not a new phenomenon and will con-

tinue to appear in the future. However, the ongoing warming and increase in low-level moisture over cen-

tral Europe might result in the formation of tornadoes with a higher intensity. On the other hand, lower 

relative humidity levels and a stronger inhibition of convection may mean that thunderstorms in a warm-

ing climate, despite increasing atmospheric instability, may not be that severe (Taszarek et al. 2021a). 

Brázdil and co-authors (2020) confirmed that in the Czech Republic, tornadoes reach an intensity of F3 

on the Fujita scale. They usually occur in the summer (June, July, August) in the afternoon and early even-

ing hours, when the air temperatures reach their maximums, and the atmosphere is the most unstable. 

Tornadoes in the Czech Republic can occur in a wide range of Convective Available Potential Energy 

(CAPE) and with moderate and strong vertical wind shear. More than half of the tornadoes in the Czech 

Republic occurred under the conditions of MixedLayer CAPE and MostUnstable CAPE under 500 and 

900 J·kg-1. A median wind shear value of 20.8 m·s-1 is associated with a well-organized super-cellular con-

vection (Brázdil et al. 2020). Similar studies were carried out for Poland, where the authors found the 

highest number of tornadoes with force F0 or F1, with similar durations as those in the Czech Republic 

(Taszarek, Brooks 2015). This study documents the weather conditions that led to the tornado in the 

Czech Republic on June 24, 2021. Analysis of the convective environment was provided based on ERA5-

reanalyses. 

2. Area of interest, dataset and methodology 

The research area covers mainly the territory of the Czech Republic, but to better visualize the parameters, 

the test area was extended to the neighboring countries. The Czech Republic is a country with a varied to-

pography, dominated by upland and mountainous landscapes. The lowland depressions are mainly river 
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valleys and depressions, which cover about 24% of the total area of the country (Fig. 1A). The main land 

use cover types are typical European forests as well as meadows and pastures with arable land (Fig. 1B). 

 

Fig. 1. A – Hypsometric map of the Czech Republic and neighboring countries based on the Shuttle Radar Topogra-

phy Mission Global Coverage (SRTM3). B – Land use map of the Czech Republic and neighboring countries based 

on Corine Land Cover 2018 data. 

Data from the European Center for Medium-Range Weather Forecast (ECMWF) ERA5 (Hersbach et al. 

2018) model were used to determine the specific weather conditions on June 24, 2021. Reanalysis com-

bines model data with observations from across the world into a globally complete and consistent dataset, 

using the laws of physics. This principle, called “data assimilation”, is based on the method generally used 

by weather prediction centers, where every 12 hours (at ECMWF), a previous forecast is combined with 

newly available observations to produce a new, best estimate of the state of the atmosphere; based on this 

analysis, an updated, improved forecast is issued. Data has been re-gridded to a regular lat-lon grid of 0.25 

degrees for the reanalysis and 0.5 degrees for the uncertainty estimate. There were four main subsets: 

hourly and monthly products, both on pressure levels (upper air fields) and single levels (atmospheric, 

ocean-wave, and land surface quantities). Based on the ERA5 resources, values such as atmospheric pres-

sure, air temperature, and dew point at various heights, geopotential, convective available potential energy, 

total cloud cover, or wind direction and speed were obtained. For this research, among others, data ob-

tained from vertical atmospheric profiles were used; to obtain better results, data from outside the Czech 
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Republic were also included. Parameters such as surface-based Convective Available Potential Energy 

(CAPE), Lifted Condensation Level (LCL), 0-6-km AGL wind shear, 0-3-km AGL Storm-Relative Helic-

ity (SRH), temperature on multiple levels, or geopotential height were calculated. The hours 1200, 1400, 

1600, 1800 were selected to most accurately present the evolution of the atmospheric conditions that con-

tributed to the tornado at 1740 UTC.  

Vertical atmospheric soundings are performed in the Czech Republic at two stations (Prague and Pro-

stejov) twice a day, at 0000 and 1200 UTC.  The data were obtained from archives of the University of 

Wyoming. Rawinsonde data also served as reference data for reanalysis (Taszarek et al. 2021b). Data from 

1200 UTC from the Prostejov station were  selected for the study to most accurately describe the atmos-

pheric parameters. 

The synoptic map used to determine the meteorological conditions was generated independently, based 

on the standardization of various European sources. Designations of the types of air masses were used as 

described elsewhere (Mishra 2017). However, ERA5 data were used to determine the spatial distribution 

of atmospheric pressure. To visualize the course and damage caused by the tornado, POLRAD radar data, 

reports on dangerous weather phenomena from the ESWD database, and Sentinel-2 satellite data were 

used to assess the route covered by the tornado. Spatial analyses in the form of maps were performed in 

the ESRI ArcMap 10.8.1 computer software and R programming language (R Core Team 2014). 

3. Results 

From June 21 to 24, 2021, hot and unstable air of tropical origin flowed across Europe. The development 

of such a situation was accompanied by a quasi-stationary (wavy) atmospheric front located above the ter-

ritory of Poland, along with a moving center of low pressure. On Thursday, June 24, the hot air mass over 

the Czech Republic and Poland was displaced (Fig. 2). According to the latest research, similar synoptic 

conditions accompanied the formation of high electrically active thunderstorms over Poland (Sulik 2021). 

 

Fig. 2. Synoptic map at 1200 UTC; cloudiness (shaded), H – high pressure, L – low pressure, cT – continental tropi-

cal air mass, mP – maritime polar air mass, warm front – red line, cold front – blue line, occluded front – purple line, 

convergence zone – red line (based on Polish Institute of Meteorology and Water Management and ERA5 data). 
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The air of tropical origin reaching Europe for several days from over Africa, the Middle East, and the At-

lantic Ocean led to an unstable atmosphere (Fig. 3A). Unstable equilibrium occurs when the current ther-

mal vertical gradient is greater than the adiabatic dry gradient (1°C/100 m), i.e., the temperature drop is, 

e.g., 1.2°C/100 m. Each parcel of air in this state of the atmosphere will constantly rise because it will al-

ways be warmer and lighter than the surrounding environment. This atmospheric state most frequently 

occurs in the layer near the earth's surface on a hot and sunny day. The accumulated convective energy 

(CAPE), indicating a favorable thunderstorm environment, is shown in the orange field (Fig. 3B). 

According to the observations on days with strong storms for the area of Europe, CAPE takes values 

above 1,000 J·kg-1, but in rare cases, the values may exceed 5,000 J·kg-1 (Taszarek et al. 2018). Atmos-

pheric soundings performed at 1200 UTC at the Prostejov station (Czech Republic) showed measured 

CAPE values around 1,990 J·kg-1 (Fig. 3B). However, even low CAPE values can have a significant impact 

on the formation of severe storms, especially when in combination with other indicators. The CAPE value 

depends not only on a sufficiently large vertical temperature gradient but also on the air temperature and 

humidity in the lower troposphere. As a result of the CAPE analysis carried out between 1200 and 1800 

UTC, a significant volatility of the atmosphere, reaching 5,000 J·kg-1, in the early afternoon was reported, 

which is rare in Europe. The highest CAPE values, exceeding 5,000 J·kg-1, were recorded by rawinsonde 

on September 13, 2008 (LICT Trapani, Italy), with 6,216 J·kg-1, and on August 23, 2011 (Vienna, Austria), 

with 5,753 J·kg-1 (Taszarek et al. 2021b). 

 

Fig. 3. A – Backward trajectories ending at 1200 UTC on June 24, 2021 (based on the Global Forecast System). The 

star symbol denotes the location for which model sounding is presented in part B. B – Vertical profile of tempera-

ture (red line), dewpoint temperature (blue line) for Prostejov (49°31', 17°05') derived from the thundeR rawinsonde 

package for R programing language. Orange line denotes the most unstable parcel. Profile indicates the environment 

just ahead of the approaching convective line. 
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Near-ground measurements taken on 1200 UTC showed a markedly increased wind speed from 1-3 km 

AGL, indicating favorable kinematic conditions for thunderstorms in the later hours (Fig. 4A). The rapid 

increase in wind speed was visible in the higher parts of the troposphere. Strong, vertical ascending move-

ments often develop overshooting tops, indicating the formation of extensive supercell thunderstorms 

with hailstorms and tornadoes. A model ERA5 hybrid-sigma level sounding from 1800 UTC, displaying 

the environment while the tornado passed through the town of Hodonín, indicated a well-developed 

clockwise-curved hodograph (Fig. 4B). This characteristic profile is conductive to the formation of super-

cells and severe thunderstorms (Bunkers et al. 2000; Coffer et al. 2020). Declining wind speed at an alti-

tude of 9-12 km AGL suggests a progressive slow disintegration of this particular cell. 

 

Fig. 4. A – Vertical wind profile for Prostejov (49°31', 17°05') with relative humidity and Theta-e for 1200 UTC, de-

rived from sounding. B – Vertical wind profile for Hodonín (48°50', 17°00') with relative humidity and Theta-e for 

1800 UTC, derived from the ERA5 hybrid-sigma level. 

High convection energy values were also supported by the wind shear profile at 0-6 km above the earth's 

surface, reaching 30 m·s-1. Regarding the wind shear in the layer closer to the earth's surface, these values 

were lower than those at 0-6 km and increased over time, finally reaching 15 m·s-1 at 1800 UTC (Fig. 5). 

The increase in the values of the indicators over time can also be observed on the example of the lifted 

condensation level (LCL). Often referred to as the condensation level, this indicator is the height above 

the earth's surface at which water vapor in the raised test particle of air condenses. Until the LCL level is 

reached, the rising molecule cools down dry adiabatically, whereas above the LCL, it cools down moist-

adiabatic. Numerous but disorganized storms are often observed at low LCLs because convective inhibi-

tion (CIN) is low and the lower troposphere relatively moist. On the other hand, at high LCLs (above 

2,000 m), there may be a large CIN, especially when isothermal or temperature inversion occurs in the 

lower troposphere. During previous observations, it was found that LCLs with a height of 500-1,000 m 

have a positive effect on the development of tornadoes (Belo-Pereira et al. 2017). During the tornado up-

rising near Hodonín, the LCL reached a value of around 1,300 m. Importantly, the (SRH) index, which 

determines the potential for rotation within the ascending current in the storm cloud (mesocyclone), re-

mained at 150 m2·s-2 for several hours preceding the upcoming tornado, which, as previous studies have 

shown, favors the formation of strong whirlwinds (Thompson et al. 2007) (Fig. 5). On the night of June 
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23 to June 24, a mesoscale convective system (MCS) with a bow echo built in the squall line passed 

through the territory of the Czech Republic, causing damage by strong winds in the area of Central Bohe-

mia. In the morning hours, the MCS headed towards Poland and moved north-east. The morning storms 

and the remaining moisture outflow created favorable conditions for the development of subsequent 

supercell storms in the Czech Republic and Poland on the same day. A similar situation took place on Au-

gust 10 and 11, 2017, when two extremely strong thunderstorms developed, passing through a large area 

of Poland, with high electrical activity, strong wind gusts, and severe hail (Taszarek et al. 2019; Sulik, Ke-

jna 2020; Figurski et al. 2021). Convection initiated around 1200 UTC in Austria was possible due to the 

large thermal gradient in the upper and lower tropospheric layers. Over the Czech Republic, the tempera-

ture gradient at a height of 500 hPa was 10°C, and at a height of 850 hPa, the air was heated to a tempera-

ture of 24°C, with a mixing ratio in the profile at 0-500 m from 8 to 15 g·kg-1 (Fig. 6). 

The expanding system of several storm cells merged into one storm cluster around 1700 UTC and entered 

the Czech Republic around 1720 UTC, becoming a supercell. Such a supercell is a well-organized storm 

structure which can exist for several hours and move during its entire life cycle for several hundred kilome-

ters at a speed of about 90 km/h or even faster (Sulik, Kejna 2020). Throughout the life cycle of a supercell, 

highly dangerous storms may occur within its range. The core of the storm is a swirling ascending current 

(called a mesocyclone). Rotation in the ascending current allows the supercell to soar higher and more rap-

idly than a normal storm cell (Fig. 7A). A supercell can be considered a very low-pressure system; its size 

does not exceed 40-60 km, and the center of the low pressure is located in the mesocyclone. Some mesocy-

clones spin extremely strongly, and when the appropriate thermal conditions are present and the air in the 

lower troposphere is sufficiently humid, tornadoes may develop. Ongoing research is still unable to answer 

the question of why one supercell generates a tornado and another does not. The supercell that entered 

Czech territory was also distinguished by large hail and heavy rain. The tornadic supercell, after creating the 

tornado, moved north-east, absorbing smaller storm cells into its structure. June 24 was also specific in terms 

of heavy hail events (Fig. 7B). 
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Fig. 5. (Left panel) – Surface-based CAPE [J·kg-1] (shaded) and 0-6-km AGL wind shear [m·s-1] (contours and tiles) 

(central panel) – Surface-based LCL [m AGL] (shaded) and 0-1-km AGL wind shear [m·s-1] (contours and tiles) 

(right panel) – Lifted index [°C] (shaded) and 0-3-km AGL SRH [m2·s-2] (contours and tiles) (based on ERA5 data). 
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Fig. 6. (Left panel) – Temperature [°C] (shaded) and geopotential height [gpm] (contours) at 500 hPa (central panel) 

– Temperature [°C] (shaded) and geopotential height [gpm] (contours) at 850 hPa (right panel) – 0-500-m AGL ML 

mixing ratio [g·kg-1] (shaded) and MSLP [hPa] (contours) (based on ERA5 data). 
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Fig. 7. A – Maximum reflectivity between 1700 and 2000 UTC with 10-minute steps (based on POLRAD data). B – 

Severe weather reports on June 24, 2021 (based on the European Severe Weather Database). Star symbol denotes 

tornado location. 

On that day, the largest hailstone (with a diameter of 12 cm) that ever fell in Poland was documented in 

Zarzęcin near the Łódź City (central Poland).  Based on satellite data from Sentinel-2 and the damage caused 

by the tornado, it was possible to reconstruct the tornado path (Fig. 8A). For the first time, the tornado hit 

the ground near the town Hrušky. At this point, the tornado was only taking its mature stage, so the damage 

was not as violent as in other places on the further path of the tornado. The traces of further activity showed 

that, for a while, the main core of the mesocyclone lost its connection with the ground and regained it sev-

eral times after a few meters, descending to the ground near the village of Moravská Nová Ves. It remained 

in contact with it until leaving the town of Hodonín, destroying Mikulčice and Lužice on the way. Around 

1745 UTC, the tornado reached the city of Hodonín, where it caused the greatest damage (Fig. 8B).  

The damage done on the tornado route was assessed via force EF3 on the Fujita scale. This means that at 

the tornado crossing point, the wind hit at a speed of 218-266 km/h. The EF scale is nothing more than 

an updated scale for assessing the force of a tornado, proposed by Ted Fujita in 1973. The designation 

EF3 (former F2) denotes severe damage characterized by the significant destruction of solid structures 

such as residential buildings and shopping malls. Trees are usually badly broken, cars overturned and 

moved elsewhere, and poorly constructed buildings are completely destroyed (Fujita 1973). At its widest 

point, the tornado was about 70 meters wide (Fig. 9). 

 

69



 
Fig. 8. A – Tornado track on June 24, 2021. B – Aftermath of the violent tornado in the town Hodonín. Photog-

raphy: Severe Weather Europe. 

 

Fig. 9. Tornado observed at around 1740 UTC near the town of Hodonín. Photography: D. Herka. 

When leaving Hodonín, the tornado continued toward north-east, where it entered areas less inhabited by 

people. It destroyed hectares of forests, and its trail ended near Ratiškovice. 

70



4. Conclusion 

June 24, 2021, saw one of the most severe weather events in Europe. Against the background of a chang-

ing climate, such events will become more frequent in the near future. For example, each additional 0.5°C 

causes a marked increase in the intensity and frequency of heat waves and heavy rainfall. With a 1.5°C 

warming, the frequency of extreme events, also severe thunderstorms evolving into tornadoes, will in-

crease (IPCC 2021). In this context, particular attention should be paid to the phenomena that are taking 

place, their strength, and their impacts on human health and life as well as material. On June 24, 2021, sev-

eral serious thunderstorm incidents took place in Central Europe, with losses estimated at several billions 

of euros. The tornado that occurred in the Czech Republic was created mainly due to the hot and unstable 

mass of air of tropical origin. Favorable kinematic conditions in the form of CAPE values around 5,000 

J·kg-1 and an SRH around 150 m2·s-2 allowed the storm cloud to rise to a height of 12 km (Equilibrium 

Level, strong vertical wind) to later take the form of a mesocyclone storm supercell, which generated a 

tornado with the force of EF3/T5 on the Fujita/TORRO scale. On that day, high precipitable water lev-

els in the troposphere >50 PW and a strong vertical wind profile at the level of 0-6 km AGL of 30 m·s-1 

also contributed to various incidents, with hailstones reaching a diameter of more than 2 centimeters. In a 

climatological study  on tornadoes in the Czech Republic, the authors indicate that the strongest tornadoes 

in this area in the entire history of this country had the maximum force of F3 and F2 (Brázdil et al. 2020). 

It can therefore be concluded that the tornado of June 24, 2021, was one of the most powerful incidents 

in history. As a result of the devastating tornado passing through the centers of some Czech towns, 6 peo-

ple lost their lives, about 200 were seriously injured, and several hundred houses and cars were completely 

destroyed. Further studies on strong thunderstorms in Europe are necessary for their better understanding 

and prediction by specialists. 
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Abstract 

Given the complex links to the major economic activities and climate variability, water is becoming the most fiercely contested 

resource, challenging human survival and food security especially in arid hot dry regions, such as in the Middle East and North 

Africa areas (MENA). In the Kebili and Tozeur regions in southern Tunisia, groundwater resources undergo abusive exploitation 

mostly for agricultural activities. The lack of efficient management and adequate conservation strategies to ensure sustainable ex-

ploitation has resulted in gradual irreversible ecological and geological effects. Thus, this review paper provides a useful back-

ground synthesis for the critical assessment of the recursive dynamic substantial increase in freshwater in these regions, using a 

general equilibrium model of hydrodynamic and chemical changes of aquifers based on several water scarcity indices and eco-

nomic-ecological factors. 

The collected data highlight the good correlation between the reviewed studies and the observed and (or) measured disturbance of 

the natural functioning of the deep confined aquifers, manifested by the gradual severity of the resulted environmental issues, the 

permanent irreversible depression of the water table, aquifer decompression, land subsidence in the Douz area, and contamina-

tion by petroleum flows, with 4 g/L of asphalt and 12 to 90 µg/L of cadmium in northern Kebili. Based on the assembled evi-

dence, water scarcity has heavily influenced the equilibrium of these resources, and the adopted conservation plans have been 

insufficient to ensure economic incentives for environmental natural resources conservation (the annual average loss of fertile 

land is 1.25 ha). 

A detailed equilibrium analysis, relying on evaluating the water productivity-water exploitation ratio, is undoubtedly necessary for 

improving the integration among different decision makers. Moreover, a re-examination of the resulting impacts of the previously 

implemented strategies for reliable database development is the key to the successful handling of this transitory fragile situation. 
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1. Introduction 

Groundwater represents a continental archive that stores the multiple interactions among the different en-

vironmental components. This function can be used in environmental studies to obtain information about 

environmental changes, climate data comparison, and the paleo-climate (Zhang et al. 2017). Despite their 

vital importance, these resources are facing severe deterioration in many countries all over the world rela-

tive to the impacts of increasing exploitation and climate variability. The continuous decrease in the resili-

ence of these systems, known as the slow component of the hydrological cycle with long-term responses 
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(Russo, Lall 2017), generally leads to irreversible ecological impacts, frequently resulting in serious disas-

ters and important economic losses (Swezey 1996; Edmunds et al. 2003; OSS 2003; Molden et al. 2010; 

Hamed et al. 2014a-b; Zhang et al. 2017). 

Given the crucial role of groundwater in maintaining ecological balance, especially in hot and dry areas, 

the sustainability of groundwater resources in response to the continuous socio-economic development 

and intensifying climate variability has gained traction in recent years (GIEC 2007; Waiyaki et al. 2012). 

However, water conservation is an extremely complex process, difficult to evaluate and manage, mainly 

regarding deep multi-layered aquifers. It requires a quantitative and qualitative assessment of potential 

productivity, degradation issues, and management plans given institutional, political, engineering, tech-

nical, and financial drivers based on a sound analysis of ecological consequences requirements, economic 

growth needs, and social stabilization. 

The evaluation of the efficiency of the adopted management actions involves, consequently, all the factors 

and conditions that may influence the performance of the water-dependent system during the entire ex-

ploitation process, from the real water requirements to the calculated water productivity ratio and the 

measured gains (Barker et al. 2003). This evaluation is generally associated with high  uncertainty given the 

heterogeneous proprieties of the deep aquifers, which have hampered the comprehensive understanding 

of the hydrodynamic behavior evolution and the accurate identification of contamination sources and pol-

lutant transport flows (Ayers, Westcot 1985; Edmunds et al. 2003; Kumar 2012; Konar et al. 2012; Russo, 

Lall 2017). 

Numerous studies have reviewed the increasing risks from groundwater overdevelopment, focusing on 

the environmental risks associated with expanding groundwater exploitation, namely groundwater quality 

deterioration, associated ecological impacts, environmental degradation, and natural resource pollution 

(Hamed et al. 2014a-b; Mokadem et al. 2016; Zhang et al. 2017; Besser, Hamed 2019). Based on the re-

sults, prediction of the responses of these fragile resources to the emerging issues is related to natural con-

ditions (background geochemical and climate) and anthropogenic perturbations (land use, exploitation, 

contamination), and the feasible remediation measures are constrained by several challenges. Once these 

aquifers are contaminated, remediation seems to be a challenging task given the cumulative hidden im-

pacts that may induce long-term changes, depending on the inherent aquifer proprieties and the specific 

contaminant characteristics. 

In southwestern Tunisia, as a large part of the Middle East and North Africa areas (MENA), the overex-

ploitation of deep groundwater has attracted considerable attention (Guendouz et al. 1997; Edmunds et al. 

2003; Kamel 2013; Hamed et al. 2014a-b; Hamed 2015; Mokadem et al. 2016; Besser et al. 2017, 2018, 

2019, 2021; Besser, Hamed 2019; Dhaouadi et al. 2020, 2021). These works have highlighted various 

pieces of evidence of groundwater degradation leading to the gradual intensity of several socio-economic 

implications. The study area of the Tozeur and Kebili regions, characterized by harsh climatic conditions 

with less than 100 mm of precipitation (INM 2019), solely relies on groundwater resources to meet the 
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increasing demands, of which more than 82% is devoted to the agricultural sector (CRDA 2020). The hy-

drogeological system of the region is represented by the multi-layered SASS (Système Aquifère du Sahara 

Septentrional) aquifer system, consisting of two principal aquifers according to the lithologic variation, ge-

ological age, the distribution of aquifers and aquitards and hydrodynamic conditions: the Complex Termi-

nal (CT) (Salinity ranging from 1.7 to 5.3 g/L) located in the Cretaceous and the Early tertiary porous de-

posits of the Continental Intercalaire (CI) in the thick Mesozoic-Early Tertiary sediments (temperatures 

from 35 to 78°C and salinity from 2.5 to 5.8 g/L) (Agoun 2005; Ben Brahim et al. 2012; Kamel 2013; 

Mokadem et al. 2016; Besser et al. 2017). The intensifying exploitation of these semi-confined to confined 

reservoirs, despite the low renewability potential under the present-day conditions (lack of surface water, 

scarce and irregular precipitations), induces a series of environmental issues that seem to be progressively 

irreversible (Kamel 2013; Hamed et al. 2014a-b; Besser, Hamed 2019, 2021). 

Correspondingly, various actions of remediation have been adopted during the last two decades, such as 

international and national projects (PDES, APIOS, CES), sensibilization frameworks, periodic training 

programs for farmers via conferences, numerous formation sessions completed by field surveys with the 

association of local and regional institutions (CRDA, CRRAO, IRA), investment reinforcement, financial 

and administrative support with eco-benefits for water and soil savers, national valorization of the individ-

ual innovative alternative of environmental conservation, and several pilot stations for new water-saving 

techniques (Dhaouadi et al. 2021). However, the overexploitation of these natural resources has continu-

ously increased from 393.3 Mm3 in 2010 to 418.64 Mm3 in 2019 for only 242.2 Mm3 of available resources 

in the Kebili region (from 162.38% to 172.84% of the exploitation ratio in 9 years) and from 176.5 Mm3 

to 197.23 Mm3 for the same period in Tozeur area, where the available resources are of 208.4 Mm3 (an in-

crease of 1.29% of the exploitation ratio per year). This has resulted in more severe environmental issues 

frequently measured and (or) observed during the last years (Hamed et al. 2014a-b; Besser et al. 2019, 

2021). 

Besides their ecological impacts, the inefficiency and inadequacy of environmental protection measures, 

taken until the present, threaten the economic income and the food security of the residents depending 

exclusively on agriculture for their livelihood. Thus, and regarding the complex open and partially known 

proprieties of these reservoirs; considering the frequent water stress repercussions and the lack of continu-

ous large-scale data, a re-evaluation of the management strategies aiming for the rational exploitation of 

these low renewable resources and an accurate assessment of the ecological risks as well as the value of the 

rehabilitation measures is required based on several environmental, pedagogical, hydrogeological and pe-

troleum studies conducted in the study area, coupled with field surveys. 

In this context, this paper presents a careful review of the historical data in southern Tunisia about the 

amplitude of the emerging ecological concern resulting from the inadequate management of groundwater 

resources within the largest aquifer system of the Continental (CI) Intercalaire aquifer. It aims (1) to dis-

cuss the gradual potential and measured risks associated with groundwater exploitation and quality degra-
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dation, (2) to outline the principal political, socio-economic, and institutional drivers of efficient monitor-

ing systems to early predict further degradation, and (3) to present a synthesis of the relevant factors and 

processes governing fruitful exploitation and optimal productivity concerning the Eco-Eco dimensions, 

opening expanding research areas. 

2. Groundwater vulnerability 

Groundwater resources exhibit different vulnerability degrees depending on several natural and anthropo-

genic factors. Natural groundwater vulnerability relies on the recharge conditions and the impacts of the 

climate variability (Randall, Mulla 2001; Foster et al. 2002; Gurdak et al. 2007). Thus, the deep confined 

hydrogeological systems are considered particularly vulnerable to different forms of degradation and de-

pletion regarding their low renewability and the insufficient amount of freshwater dilution, even if re-

charge flows are available (Wu, Hunkeler 2013; Freitas et al. 2015). The evaluation of this vulnerability, 

despite the various estimation methods and the increasing accuracy of the performed analyses, is ranking 

high, along with great uncertainties mainly related to the anisotropy of aquifer properties (intrinsic vulner-

ability), the great spatio-temporal variability of the most influencing factors, and the causal relationship 

between the natural system characteristics and the evolutionary external environment (risks, challenges, 

land use, land management, climatic oscillations, human exploitation) (Rickwood, Carr 2009; Hamed 2015; 

Besser, Hamed 2019; Burri et al. 2019). 

In the study area, based on the review of the collected monitoring data and previously published research, 

the vulnerability of groundwater resources was evaluated via the usable amount or the exploitation ratio, 

which may not provide sufficiently accurate information about the evolution of the equilibrium balance of 

the natural ecosystem. Generally, the usable amount of groundwater represents the amount of groundwa-

ter that can be continuously exploited without any environmental issues. It defines the limits of the re-

charge-discharge ratio concerning the aptitude of the natural system to regain balance. However, for most 

countries globally, the question is no longer about the equilibrium status but about the limits of reversible-

irreversible effects which cannot accurately be evaluated as the resilience of the natural system is inade-

quately qualitatively described and indirectly quantitatively assessed via indirect effects generally observed 

a posteriori. Additionally, given the multiple influencing factors for multi-layered, and the huge extent of the 

CI aquifer system understanding the hydrodynamic and geochemical transition of the system represents a 

huge participatory task that needs the agglomeration of large data sets of different water-controlling fac-

tors and water-dependent sectors to gain information about the intrinsic evolution of the system in re-

sponse to natural and anthropogenic stimulation. This assessment is afflicted with additive constraints 

when the investigated resources are semi-confined transboundary low renewable resources under present-

day conditions and with a slow response, such as the continental Intercalaire aquifer. 

Historically, the abstraction from the CI aquifer has begun in the late 1970s (OSS 2003); prior to this time, 

the surface manifestations of underground water have played a fundamental role in human settlements 

and social development (Foggaras, and Mkayel systems). This exploitation is variable at a regional scale 
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(Algeria 6.1 Bm3, Tunisia 0.72 Bm3, and Libya 0.95 Bm3; Fig. 1), depending upon accessibility (Edmunds 

et al. 1997, 2003; OSS 2003). Such variability may be explained by the different productive horizons in ex-

ploitation (geological structure, structural configuration of the multi-layered aquifer of CI) (Baba Ould 

2005; OSS 2014; Petersen et al. 2014); despite this regional variability in the exploitation ratio from 78% to 

216%, overall, the CI resources in the study area are in a state of overexploitation (CRDA 2017; Besser et 

al. 2019). 

 

Fig. 1. Groundwater exploitation in the study area. 

Besides the differences in exploitation among the three countries, the vulnerability of the hydrogeological 

system shows a local variability from 180% in the Tozeur area to more than 270% in the Kebili region, 

highlighting different degrees of resilience and, consequently, various corresponding risks. The degree of 

vulnerability of the aquifer, in this case, is evaluated according to various features, namely the presence of 

systematic control, exploitation rate, recharge conditions, climate impacts, water-dependent economy evo-

lution, institutional and reglementary conditions. Nevertheless, for SW Tunisia, the lack of rigorous aqui-

fer protection policies has led to progressively observed incidents related to the regional head decline and 

a permanent quality degradation. These effects are generally difficult to remediate considering the huge 

reservoir of the aquifer, the long residence times of CI water, and the physical inaccessibility to these deep 

confined resources. 

The agglomeration of the results highlights the high level of vulnerability for decades, whereas the exploi-

tation is continuously resulting in various environmental challenges discussed in the following sections.  

3. Exploitation concerns about water table lowering 

Frequent water shortage has resulted in the sharp growth of the exploitation of groundwater for different 

usages, consequently exceeding the carrying capacity of groundwater, especially in hot-dry areas with low 

annual rainfall, such as SW Tunisia, where the percentage of the humid period does not exceed 10% (Fer-

chichi 1996). This continuous abstraction to meet the agricultural demands (70% of the total regional de-

mand for water) in southern Tunisia causes declining groundwater levels and aquifer replenishment (FAO 

2020). Under natural conditions, the cycling period of deep groundwater is more than a thousand million 
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years (Edmunds et al. 2003); the deep groundwater resources that have been exploited are made mainly of 

paleo waters, which were recharged thousands or tens of thousands of years ago. 

The water table evolution of the CI aquifer indicates that the groundwater level fell sharply, and the de-

pression cones have been developed quickly due to continuous overexploitation (Edmunds et al. 1997; 

Ben Brahim et al. 2012; Hamed et al. 2014a). The water withdrawal amount shows a remarkable spatial 

distribution that exhibits a good correlation with the availability of complimentary water resources and the 

expansion of agricultural lands. The average water table decrease is 2 to 3 m/yr (OSS 2014), reaching 10 m 

locally in some regions of the Kebili field, where the situation becomes more critical with two or three wa-

ter wells implemented in less than 100 m, such as in the case of Esteftimi (Besser et al. 2017). The cumula-

tive impacts of these neighboring boreholes induced large depression cones and modified the local flow 

directions (Besser et al. 2019). According to previous studies, the hydrodynamic behavior of the CI 

groundwater system, regarding the complex lithologic proprieties of the multi-layered system and the 

multi-directional tectonic features, has become difficult to predict as the preferential pathways can be 

modified in response to the continuous exploitation, leading to a series of environmental problems such 

as inversion drainage from the Chotts aquifer downward to the deep reservoirs as well as for the shallow 

new-formed aquifer beneath the oasis agro-systems (Omar et al. 2019). 

Based on the guidelines and the threshold of international water legislation, the evolution of the CI water 

table defines seriously overexploited areas with a restricted amount of overexploitation for those requiring 

urgent remediation and areas with increasing attention for those needing continuous examination This 

classification in SW Tunisia considers the quasi total area of Tozeur and Kebili as a zone protected from 

further exploitation and the creation of new water wells. Unfortunately, the number of private water wells 

has exceeded 10,000 in 2020 (CRDA 2020). Given the growing use of solar power systems, the abstraction 

is no longer determined either with measures or estimations. Thus, these efforts should be completed with 

severe governmental and institutional control. 

Groundwater withdrawal will impact all water-dependent ecosystems (requiring surface expression or wa-

ter availability) with different geomorphologic features and flow mechanisms (Foster, Perry 2010; Eamus 

et al. 2015). In the studied area, the frequent inaccessibility to irrigation water has led to the expansion of 

private illegal water wells which, in turn, have induced uncontrolled exploitation adversely affected land 

productivity. In fact, the important quantities of delivered irrigation water for cultivated crops are largely 

above the recommended requirements leading to progressive waterlogging of poor water quality unsuita-

ble for agriculture purposes. This quality, which represents a huge challenge, often attracts less considera-

tion until the potential repercussions define irreversible impacts (Fig. 2). 

The major issue constraining rehabilitation plans is related to the variable progressive responses of 

groundwater resources to increasing exploitation and continuous depletion on the anisotropic distribution 
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of physical proprieties of the hydrogeological system, aquifer dimensions, and boundary conditions (Koni-

kow, Leake 2014; Besser et al. 2019), requiring a continental-scale mapping framework and expert 

knowledge to complete a shared task via a participative interdisciplinary approach. 

 

Fig. 2. Socio-economic and environmental drivers of groundwater exploitation. 

4. Concerns about quality deterioration 

Groundwater abstraction and pumping can alter natural flows and modify the small-scale water balance 

(hydrogeological cycle), increasing groundwater desiccation (Custodio 2005), defined by the process of 

groundwater rebound upon mining and pumping cessation, with likely implications for groundwater qual-

ity (Henton 1981). Pumping and continuous abstraction from deep aquifers have undoubtedly various im-

pacts on groundwater recharge and flow movements and increase system vulnerability to incurable effects. 

The spatial distribution of this vulnerability mainly depends on the intrinsic aquifer characteristics, reser-

voir geometry, anthropogenic development, and field features (Khan et al. 2016; Russo, Lall 2017). In the 

case of fossil groundwater, such as the CI aquifer system, this evaluation includes the assessment of water 

chemistry evolution, concerning the paleoclimatic oscillations and the exploitation conditions. For the 

transboundary systems, such as the SASS multi-layered aquifer, local geological and tectonic features are 

to be considered, as well as the sedimentary-structural proprieties of the large-scale basins, which define 

the physical characterization of the aquifer, control the hydrodynamic behavior of groundwater, and, con-

sequently, influence the different processes governing the distribution of water composition. However, 

the heterogeneity of the natural environment, coupled with the partially known aquifer characterization at 

a large basin, can make a straightforward characterization of many systems nearly impossible (Hakoun et 

al. 2017). This situation defines a growing challenge for remediation and rehabilitation efforts, despite the 

multiple studies and management plans related to the complexity of the system and the adequacy and ac-

curacy of the collected data concerning water quality degradation, which remains generally elusive (Fami-

glietti 2014). 

Table 1 shows a summary of the overall assessment of the measured and (or) observed quality problems 

of the CI aquifer. Increasing salinization and alkalization issues have been reported for more than 82% of 
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the total analyzed points. The major challenge for the continuous use of these waters is mainly related to 

the unclear trend of water quality and chemical composition evolution. Additionally, recent works have 

indicated that an important percentage of groundwater resources in the study area is enriched with trace 

elements (Besser, Hamed 2019). 

Table 1. Improvements in water productivity. 
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Beneficial Integrated management of water 
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Water harvesting 

The changes in groundwater quality are caused by the dual impacts of humans and the intrinsic factors of 

the hydraulic system, namely mixing and hydraulic continuity (Sheng et al. 2020). A significant decline in 

groundwater level changes the stress state of the groundwater system and accelerates vertical and horizon-

tal groundwater migration, possibly resulting in the migration of poor-quality groundwaters from deeper 

reservoirs and (or) from the Chotts brackish aquifer. Additionally, significant correlations have been found 

among soil degradation, desertification, vegetation ecosystem destruction, and the excessive development 

and use of groundwater. Besser et al. (2021) indicated that during the last 20 years, the quality of CI water 

was not suitable for irrigation purposes, which has resulted in fertility losses. These findings are confirmed 

by field investigations done by Dhaouadi et al. (2021) and justified by the GIS-based models developed by 

Besser and Hamed (2021). The distribution of the most sensitive areas for potential land degradation is 

consistent with the spatial evolution of groundwater abstraction (Sepehr et al. 2007; Maroufpoor et al. 

2018). Adequate soil moisture is the basic condition required for healthy vegetation growth without physi-

ological stresses or oasis shrinking (Peng et al. 2014; Sheng et al. 2020; Besser et al. 2017). Hence, the 

long-term decline in groundwater levels has further led to a reduction in crop yield quality, as well as the 

degradation of wind break and sand fixation oases and forests, among other serious ecological problems 

in the region (Zammouri et al. 2007; Besser et al. 2017, 2021). 

5. Concerns about land subsidence 

Land subsidence caused by the over exploitation of groundwater has become an increasingly serious chal-

lenge in many arid and semi-arid regions (Sheng et al. 2020). Previous studies (Hamed et al. 2014a-b; Cao 

et al. 2016; Zhang et al. 2017) have demonstrated that there is an important causality link between land 

subsidence and groundwater level decrease, especially in the hot dry areas of China and the MENA re-

gions. In these water-deficient areas, extensive groundwater pumping induces a progressive compaction of 
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sediments after water subtracting from porous horizons, leading to land subsidence (Han et al. 2014; 

Sheng et al. 2020). The subsequent land use changes and the cumulative impacts of anthropogenic activi-

ties via gradual alteration of the equilibrium of the hydrogeological system (decompression, geometry) in-

duce natural subsidence, which is enhanced in human-induced sensitive areas. The rehabilitation of this 

form of degradation is generally difficult, time-consuming, and expensive as it requires an accurate evolu-

tion of the subsidence rate and the exploitation amount for determining the required pressure to regain 

pristine conditions in view of the subterranean architecture (Figs. 3 and 4). 

 

Fig. 3. Progressive groundwater quality degradation in the study area. 

 

Fig. 4. Observed degradation issues: A. Land subsidence (Hamed et al. 2014a); B. Petroleum contamination (Besser, 

Hamed 2019). 

According to a previous study in the same area, the sediments of a fluvio-deltaic complex, such as the 

mega sequence of the Lower Cretaceous, are susceptible to high compressibility and significant natural 

subsoil compaction and aeration (Syvitski et al. 2009). These properties define the high intrinsic vulnera-

bility to the various effects of human activities, namely excessive pumping and the continuous exploitation 

of deep aquifers (Kamel 2013; Hamed 2015; Zhang et al. 2017). 
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Land subsidence is defined by the ultimate consequence resulting from the agglomeration of the cumula-

tive impacts exceeding the recommended limits for natural equilibrium regeneration. It is a sluggish pro-

cess with slow progressive evolution in response to several time-dependent factors and processes mainly 

related to gradual land use changes (Hamed et al. 2014a-b). Overexploitation induces a progressive over-

pressure dissipation from clay-rich sediments, which start to compact according to a time-dependent sec-

ondary consolidation. This slow evolution highlights the importance of the resilience of natural systems to 

consecutive uncontrolled stimulations up to the ultimate tolerance limits (Fig. 3) 

Correspondingly, the overexploitation of groundwater in the study area was amplified by an extensive area 

of land subsidence in 2013 at the Douz region (Kebili-SW Tunisia), related to a local piezometric drop of 

about 2.5 m (Hamed et al. 2014a). This subsidence indicated that the exploitation has exceeded the regen-

erative capacity of the aquifer and that the porosity caused by the continuous abstraction from the CI aq-

uifer resulted in an unrecoverable compaction of the permeable horizons, which cannot support the 

charge of the overlain sediments, consequently inducing a fall of the upper sedimentary column (Hamed 

et al. 2014a-b). 

6. Concerns about water contamination 

Aquifer intrinsic vulnerability to different contamination types and sources is amplified by the increasing 

risks for groundwater quality deterioration relative to the anthropogenic environment. The complex links 

between the natural dynamics of the successive processes of the hydrogeological cycle can be significantly 

modified by man-induced physical alterations, water resources exploitation, and industrial or chemical pol-

lution. Deep aquifers are generally considered, regarding their depth and limited outcrop at the recharge 

areas, less prone to these types of contamination (Essefi et al. 2013; Besser, Hamed 2019). These proper-

ties, which may ensure a relative protection of these reservoirs, represent, at the same time, a real chal-

lenge for remediation as once the aquifer is contaminated, it seems difficult to reliably evaluate the ampli-

tude of contamination, the diffusion of pollution, the pollutant inflow into the aquifer, and the groundwa-

ter quality deterioration (Conant et al. 2004; Chapman, Parker 2005; Freitas et al. 2015; Moeck et al. 2017; 

Burri et al. 2019).  

Despite the various types of investigation and the various methods commonly used to examine a likely in-

cident, only a fraction of the flow and some transport pathways can be identified (Göppert, Goldscheider 

2008; Robert et al. 2012). The effects of anthropogenic practices (land development, natural resources ex-

ploitation) on groundwater in terms of pollutant diffusion, multi-point sources, inflow movement, and 

transport modeling are various, revealing increasing risks from reversible impacts to incurable effects. 

These likely consequences are discussed in a number of scientific papers to underscore the myriad of is-

sues that can arise when anthropogenic controls are present on top of natural controls (Gonçalves et al. 

2007; Hakoun et al. 2017; Burri et al. 2019) (Fig. 3). 
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The query about the magnitude of the released concentrations of the pollutants into the aquifers and the 

potential recovery of the background safe contents, as well as the time required to reset the pristine condi-

tions, is complex. These issues require detailed studies based on modeling the response of the aquifers, 

developed through accurate analysis of the different scenarios of system evolution. The uncertainty, re-

lated to the unpredictable response of the aquifer due to the anisotropic characteristics of the subterra-

nean basin, is constraining the management of deep aquifer resources (Edmunds et al. 2003; Baba Ould 

2005; Kamel 2013; Besser, Hamed 2021). Thus, to adjust certain physical and chemical properties of these 

deep reservoirs, a hierarchical list of the contaminants is required, containing the description of the sites 

altered by multiple pollutants and the areas requiring rapid clean-up actions. 

In the study area, despite the serious degradation measured and observed for CI waters, the exploitation 

has been continuous, largely threatening these critical resources. Hamed (2015) and Besser and Hamed 

(2021) have indicated a progressively emerging issue related to the contamination of the CI aquifer by 

continuous oil/gas flow, which may be considered the ultimate impact of groundwater mismanagement 

(Besser et al. 2017; Besser, Hamed 2019). The contamination was observed at the canals distributing hot 

waters as well as along the atmospheric cooling systems, forming a unique hydrocarbon seepage mixed 

with groundwater resources in the MENA region. This contamination is confirmed by the results of the 

analyses via the GC-MS technique, which indicate the presence of different pollutants such as octacosane, 

1,2-benzenedicarboxylic acid, ditridecyl ester, hexadecanoic acid, trimethylsilyl ester, cyclooctasiloxane, 

and hexadecamethyl. The concentrations of asphalt exceeded 4 g/L in CI water, and the total petroleum 

amount reached 16 mg/kg for agricultural lands in the contaminated zone (Besser et al. 2019; Besser, 

Hamed 2019). 

Different hypotheses have been put forward to evaluate the migration pathways by which petroleum en-

ters aquifers, based on the tectonic evolution of the region, the local structural and geological features of 

the region, and the hydrodynamic and hydrogeological properties of the water-bearing system. The paleo-

geological and tectonic history of the region is characterized by numerous active tectonic and sedimentary 

phases. Faults and fractures created by the successive tectonic processes and hydraulically induced frac-

tures related to lateral and vertical changes of the aquifer geometry and lithology may act as permeable 

conduits controlling pathways of fluid migration. These preferential pathways have been investigated in 

several geophysical studies (Hlaiem 1999; Said et al. 2011; Zouaghi et al. 2011; Soua 2014), confirming the 

presence of numerous local-scale faults in the contaminated field that may play a major role in the distri-

bution of pressure and upward-moving fluids. These multidimensional faults create complex subsurface 

drainage systems, ensuring hydraulic continuity between the different water-bearing strata. These conduits 

ensure the migration of petroleum under huge pressure from deeper reservoirs (Mejri et al. 2006; Akrout 

et al. 2012), especially in the context of the great charge difference in comparison with the upper, overex-

ploited aquifer. 

Irrespective of the multiple ways by which the pollutants enter the aquifers, the continuous contamination 

and the diffusion of pollutant flows are consistent with the increasing exploitation of the aquifer (Figs. 3 
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and 4). This pollution is irreversible considering the partially known properties of the aquifer and the un-

stable properties of petroleum products. 

7. Synthesis 

This literature review of the likely consequences of natural resources exploitation highlights the strong 

causal links between anthroposophical drivers and the processes of land degradation. This explicit evalua-

tion is of paramount importance to provide insights into the political and institutional constraints for ap-

propriate natural resources conservation. This study, conducted in southern Tunisia, outlines the necessity 

of a quantitative multi-criteria index of risk evaluation of groundwater exploitation that summarizes the 

partially known features of the open and the complex subterranean system. It proves that the responses of 

the groundwater circulation system to the external environmental perturbations range from relative dise-

quilibrium strengths to various incurable changes with progressive intensity and severity, requiring an en-

vironmental sensitivity baseline study. 

This review is urgently required for the CI aquifer in southern Tunisia, a huge groundwater system of cru-

cial ecological and economic importance currently facing various degradation issues. The following ques-

tion remains: What are the actions and measures to provide for the next step to at least conserve the cur-

rent disequilibrium of the balanced ecological vs. socio economic values of these resources? 

In the last decades, different approaches have been adopted in southern Tunisia to mitigate the impacts of 

the continuous exploitation of CI groundwater resources. More than 10 national and international projects 

have been developed, different techniques of irrigation have been used, along with renewable energy sys-

tem implementation, the creation of new irrigated parcels, experiences and pilot stations, and the develop-

ment of a wastewater station. However, the environmental issues have grown with the continuous agricul-

tural expansion. This unbalance highlights the low effectiveness of the chosen approach and the lack of 

rigorous control to attend the optimal adhesion to the planned strategies. Such inadequate management 

results in more serious issues. 

Currently, as the situation has reached a critical status that requires effective and urgent actions, the reme-

diation should be defined by a careful design of hierarchical actions comprising projects, programs, plans, 

policies, and individual initiatives ensuring full integration or relevant biophysical, economic, social, and 

political considerations; this would facilitate wider scenarios of protection and exploitation (Table 1). 

Sivapalan et al. (2012) and Di Baldassarre et al. (2013) indicated that the ambiguous aspects of the political 

strategies on the economic efficiency of water resources use define a new research field related to socio-

hydrology raison, the self-organizing managing efforts along with collective actions. In the study area, de-

spite the crucial importance of groundwater for social and economic development, socio-ecological stud-

ies coupled with the findings of socio-environmental modeling, socio-hydrology, human-natural system 

modeling, and behavioral economics (Camerer et al. 2004; Filatova et al. 2015; Liu et al. 2016), have not 

yet been applied (Fig. 5). 
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Fig. 5. Water productivity evaluation criteria. 

7.1. Economic efficiency vs. environmental security 

Agricultural water productivity as a broad concept is expressed in terms of the water benefit output by the 

water volume input (Bossio et al. 2010). This encompasses biophysical, environmental, social, and eco-

nomic aspects for the nexus exploitation-production-sustainability. The assessment of this productivity 

requires the review of the involved values at different scales (plant field, farm, irrigation network, basin, 

agro-economic zone) and for different stakeholders (farmers, system managers, policy makers) (Amede et 

al. 2009; Descheemaeker et al. 2009; Gebreselassie et al. 2009; Haileslassie et al. 2009; Peden et al. 2009; 

Bossio et al. 2010). The concept of water productivity further includes a variety of options of water use 

related to scales of irrigated fields, systems of agricultural development, cultural practices, and water access 

security (Maxwell, Wiebe 1999). 

Correspondingly, to increase water productivity in the presence of important water allocations, the three 

important terms, namely waster use efficiency (water productivity), water scarcity (water availability, cycle 

resilience, storage), and water requirements, should be identified regarding the water-dependent sector and 

the corresponding economic value before embarking on assessing the global economic equilibrium. The 

premise of sustainable water management relies on the flexible adaptation of these global notions at small-

scale proprieties of the ecosystem, referring to a number of physical, chemical, and biological changes in 

natural resources and landscapes. The key factor governing the success or failure of these actions refers to 

obtaining reliable information about the obvious quantifiable effects and reducing the ambiguity concern-

ing the insidious impacts frequently detected a posteriori (Barker et al. 2003; Bossio et al. 2010; Liu et al. 

2016). 

Regarding agro-based countries such as Tunisia, where water exploitation increases with high and low wa-

ter productivity, several cautions should be attributed to differentiate between the highest short-term crop 

water productivity and the optimal water productivity, taking into account the ratio of the consumed water 
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to the lost fraction, the requirements of the irrigated crops, the harvest index, and the runoff released into 

the environment. 

The irrigation technique is one of the most important factors conditioning water productivity and water 

use efficiency. In southwestern Tunisia, agricultural performance has gained crucial importance in man-

agement plans (Hatfield et al. 2001; Stocking 2003; Bossio et al. 2010). The comparative analysis of the 

efficiency of irrigation with respect to water productivity in monetary terms indicates that the micro-tech-

niques increase economic productivity while optimizing water use according to the requirements of the 

cultivated crops (Dhaouadi et al. 2020, 2021). These techniques have, in turn, crucial importance for sus-

taining land conservation and soil fertility; they inhibit the development of different forms of land degra-

dation (CEC, salinization, acidification, nutrient depletion). However, different conditions may constrain 

the appropriate adoption of these techniques in the study area due to the lack of adequate large datasets 

for rainfall, evapotranspiration, and soil properties (Oweis, Hachum 2003). 

The economic analysis in southern Tunisia is also constrained by the non-continuous monitoring data 

concerning livestock, non-conventional water resources, and soil properties modification. This intermit-

tent data collection and the non-reliable information from participants inhibit a clear assessment of a 

number of profitability indices, namely benefit-cost ratio, non-productive value, and internal rate of re-

turn, which are of crucial importance for the evaluation of water use efficiency and, consequently, water 

conservation plans (Figs. 5, 6). The lack of efficient communication among social, scientific, and institu-

tional committees needs to be considered. 

 

Fig. 6. Impacts of groundwater quality on agricultural activities (Besser, Hamed 2019). 

7.2. Rehabilitation measures 

Despite the various papers discussing the evolution of groundwater chemistry in response to natural fac-

tors and anthropogenic perturbations in southern Tunisia, such discussion is generally restricted to the 

first two categories explained in Table 2. Rehabilitation measures, however, require a dynamically compre-

hensive analysis to provide a scientific decision-making basis for social and economic development 

(Barker et al. 2003; Oweis, Hachum 2003). 

The successful management depends on a participatory approach in which farmers play the pivotal role to 

regain confidence and to create a reliable database, the baseline step for further management efforts (Gi-

gar-Reverdin, Gihad 1991; Sileshi et al. 2003; McGregor 2004a). Additionally, institutional organizations 
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re-organize accessibility to water and soil resources to obtain a clear image of the degradation drivers at 

local scale. These governmental participants should encourage the investment into degraded land and con-

taminated sites with more financial, technical, and administrative support. The participatory methods em-

phasize training and building capacity for voluntary engagement in conservation efforts within social and 

political drivers. The valorization of the indigenous knowledge of farmers and their individual initiative 

represents, in addition, a relevant alternative to enhance water resources conservation based on the cul-

tural heritage of farmers. Pricing irrigation water based on water efficiency, irrigation water transfer; runoff 

water harvesting systems, the importance of the cultivated types, and the adoption of water-soil saving 

techniques (Table 2) further constitutes an important alternative to mitigate the emerging issues of water 

degradation. 

Table 2. Environmental conservation approach. 

Comprehensive risk situation of groundwater exploitation and use 

Groundwater system conditions 
Groundwater exploitation 

and use 
Groundwater environmental problems 

Hydraulic conductivity  
Groundwater quantity exploitable  
Aquifer thickness  
Groundwater depth  
Aquitard thickness  

Groundwater exploitation  
Artificial recharge degree of exploitation  

Decrease of piezometric level 
Degradation of water quality  
Land subsidence  
Groundwater pollution  

Rational groundwater evaluation 

Risk assessment Integrated planning 
Reasonable demand 

management 
Reasonable aquifer 

management 

Reasonable re-
sources 

management 

 Socio-economic value  
Ecological value 
climatic uncertainty 

Increase of efficiency of 
water use  
Agricultural development 
(modern techniques, land 
use management) 

Aquifer artificial recharge  
Decrease of pumping 
wells  

Use of treated 
wastewater  

Political regulatory constraints 

Water pricing reform Water resources tax New implementation 

Function of negative impacts 
and conditions of use  

Efficiency and effectiveness  
Hierarchical conditions  

Acceptability  
Benefits (ecological, economic) 

The renewable energy systems can, in turn, be used to purify the treated wastewater to reduce the costs. 

Solar and wind energy can also be applied for the managed aquifer recharge, especially in the contami-

nated field, to restore the pressure of the groundwater in the deeper aquifer and inhibit the migration of 

petroleum from Jurassic and Paleozoic reservoirs. Obviously, the first step to inhibit further diffusion of 

the contamination is increasing the groundwater recharge to presume the equilibrium conditions. Some 

geologic storage structures in the region of interest for underground reservoir construction may reduce 

depression cones and ground subsidence. This may resolve the problem of groundwater pollution diffu-

sion by regulating groundwater pressure. The implementation of inter-basin water transfer structures rep-

resents an effective method for achieving groundwater recharge, alleviating water scarcity during water 

shortage periods in spring and summer (Figs. 6 and 7). 
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Fig. 7. Rehabilitation measures. 

Pretty et al. (2006), Noble et al. (2006), and Bossio et al. (2010) have indicated that the rehabilitation of 

degraded sites using resource conserving techniques may achieve sustainable outcomes, especially for 

smallholder agricultural systems, with increasing yields and lower investments (Figs. 6 and 7). Thus, a de-

tailed characterization of the study area should be conducted at local scale to implement a flexible manage-

ment plan. 

Additionally, the used irrigation technique and irrigation scheduling constraint the effectiveness of the wa-

ter resources management. Thus, an evaluation of the requirements of the cultivated crops is essential to 

redistribute the quantity with the lowest loss of irrigation water to evaporation (“more cop less drop”). Fi-

nancial and engineering support for farmers to implement new localized irrigation techniques is required. 

All these alternatives should be completed with rigorous control and the continuous training of landown-

ers (Fig. 5 and Table 2). The policy of local-level intervention represents the backbone of resource con-

serving and rehabilitation programs. The re-organization of institutional and political dimensions and val-

ues is of paramount importance for the long-term environmental support adoption of a green-revolution 

type package of complementary inputs in economies with low agriculture. The involvement of non-agri-

cultural organisms, farmers, and water-use associations (farm advisors) derives a community-based man-

agement to ensure long-term land resources sustainability. This participatory approach strengthens the 

links among farmers, advisors, researchers, economists, and policy makers. 
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Abstract 

In the late 20th century, warming on the Antarctic Peninsula was most pronounced compared to other parts of Ant-

arctica. However, air temperature showed a significant variability, which has become especially evident in recent dec-

ades. Thus, the investigation of air temperature trends on the Antarctic Peninsula is important. This study examines 

the extreme air temperature at the Ukrainian Antarctic Akademik Vernadsky station, located on Galindez Island, Ar-

gentine Islands Archipelago, near the Antarctic Peninsula. For 1951 to 2020, based on the daily air temperature data, 

the temporal trends of extreme air temperature were analyzed, using 11 extreme temperature indices. Based on linear 

trend analysis and the Mann-Kendall trend test, the TXn, TNn, TN90p, and TN90p indices showed an upward 

trend, whereas theFD0, ID0, TN10p, TX10p, and DTR indices showed a downward trend. Among them, annually, 

FD0, ID0, and TN10p significantly decreased by –0.427 days, –0.452 days, and –0.465%, respectively, whereas TXn 

and TNn increased by 0.164℃ and 0.201℃, respectively. The indices TXx and TNn showed no statistically signifi-

cant trends. The average annual difference between TX and TN (index DTR) showed a nonsignificant decreasing 

trend at –0.029℃ year-1. Thus, for the period of 1951-2020, the Ukrainian Antarctic Akademik Vernadsky station 

was subjected to warming. 
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1. Introduction 

Climate change affects all parts of the Earth. However, researchers are paying particular attention to the 

investigation of climate change in Antarctica, which is largely covered by glaciers. Antarctic ice sheets di-

rectly affect the global climate and ocean circulation (Kuhn et al. 2010), and an increase in the area and 

mass of the glacier ice contributes to lowering sea levels, intensifies atmospheric circulation, and increases 

planetary albedo (Lurcock, Florindo 2017; Silva et al. 2020). One of the most profound consequences of 

climate warming is the degradation of glacial sheets, including on the Antarctic peninsula (Vaughan, 

Doake 1996; Turner et al. 2002; Grischenko et al. 2005; Kuhn et al. 2010; Wouters et al. 2015; Silva et al. 

2020; Diener et al. 2021). Warming on the Antarctic Peninsula has also impacts on the terrestrial flora, 

seasonal snow cover, lake ecology, penguin distribution, ice-shelf distribution, glacier thickness, and sea-

ice duration (Vaughan et al. 2003; Turner et al. 2014, 2016). 
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The rate and tendencies of warming at the Antarctic Peninsula are still subject of debate (Vaughan et al. 

2003; Martazinova et al. 2010; Stastna 2010; Qu et al. 2011; Schneider et al. 2012; Bromwich et al. 2013, 

Ding, Steig 2013; Franzke 2013; Tymofeyev 2013; Turner et al. 2016; Gonzalez, Fortuny 2018; Sato et al. 

2021), and the peninsula presents physical and geographical features that distinguish it from the rest of 

Antarctica (King, Tuner 1997; Vaughan et al. 2003). The rugged alpine topography, a maritime climate 

along the west and central costa, and a continental climate along the east coast result in higher tempera-

tures at the west coast compared to areas with similar latitudes and elevations on the east coast (Morris, 

Vaughan 1994). Several studies have reported stable trends in surface air temperature increase on the Ant-

arctic Peninsula. For example, Vaughan et al. (2003) demonstrated that the Antarctic Peninsula has 

warmed at 3.7 ± 1.6°C century-1, which is several times the rate of global warming and different to most 

of the other station records from the Antarctic continent. However, Bromwich et al. (2013) reported a lin-

ear increase in annual temperature between 1958 and 2010 by 2.4 ± 1.2°C, establishing central West Ant-

arctica as one of the fastest-warming regions globally. Stastna (2010) reported about three distinct regions 

with different trends of warming on the Antarctic Peninsula. Franzke (2013) and Turner et al. (2014, 2016, 

2020, 2021) reported extremely high rates of surface air temperature changes on the Antarctic Peninsula. 

Moreover, according to Turner et al. (2016), Gonzalez and Fortuny (2018), and Sato et al. (2021), on the 

Antarctic Peninsula, the surface air temperature varies significantly, which has been especially evident in 

recent decades. Thus, current research is aimed at understanding such variable trends and the factors that 

determine them (Clem et al. 2019; Bozkurt et al. 2020; Turner et al. 2020; Bozkurt et al. 2021). 

This study examines the extreme air temperatures in the Ukrainian Antarctic Akademik Vernadsky station, 

located on the western side of the Antarctic Peninsula. Historical observations of this station have been 

used in various studies that investigated the trends of average and extreme temperatures. For example, 

Turner et al. (2005) reported that the Antarctic Peninsula has experienced a major warming over the last 

50 years and that on the Akademik Vernadsky station, the surface air temperature increased at a rate of 

0.56°C decade−1 over the year and 1.09°C decade−1 during the winter. Martazinova et al. (2010) reported 

that according to the data of the Akademik Vernadsky station, the increase in the mean annual air temper-

ature exceeded 2°С for the observation period 1947-2007. According to Franzke (2013), the Akademik 

Vernadsky station has been experiencing a significant warming trend of about 0.6°C decade−1 over the last 

few decades. Tymofeyev (2013) reported the greatest warming, with a linear trend coefficient of 

0.53°C/10 years, at the Akademik Vernadsky station. At the same time, modern warming is separated by a 

period of relative cooling in the beginning and middle 1970s. Turner et al. (2020) reported that 13 of the 

17 stations have experienced a positive trend in annual mean temperature over the full length of their rec-

ord (until 2018), with the largest being observed at the Akademik Vernadsky station (0.46 ± 0.15°C·dec-

ade−1). One of the latest in-depth studies analyzing the formation conditions and trends of maximum and 

minimum air temperature in Antarctica is the paper Turner et al. (2021). However, both in this paper and 

in others, the climate extremes indices were not used. These indices have been developed by the expert 

team of the World Meteorological Organization (Zhang, Yang 2004; Tashebo et al. 2021) and contribute 
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to a better understanding and analysis of the trends of climate change, particularly the temperature and 

rainfall variables (Brown et al. 2010; Costa et al. 2020; Zhou et al. 2020; Tashebo et al. 2021). In this con-

text, the objective of this paper was to investigate the extreme temperature indices change at the Ukrainian 

Antarctic Akademik Vernadsky station for the period 1951-2020. 

2. Study area, data, and methodology 

2.1. Study area 

Until 1996, the Ukrainian Antarctic Akademik Vernadsky station was a British Faraday station. The station 

is located on Galindez Island, Argentine Islands Archipelago, near the western coast of the Antarctic Pen-

insula (Fig. 1) in the middle part of the peninsula (65.25°S, 64.27°W). The island is dominated by large-

scale circumpolar circulation in the atmosphere and ocean (King, Tuner 1997). 

 

Fig. 1. Location of the Ukrainian Antarctik Akademik Vernadsky station (background graphic from Klok, Kornus 

2021). 

The climate of Galindez Island is marine subarctic (King, Tuner 1997; Franzke 2013). Wind and tempera-

tures conditions are mainly formed by the mountain system of the Antarctic Peninsula (Turner et al. 2002; 

King, Comiso 2003). The average plateau height is 2,000 m above sea level and the height of individual 

peaks reaches 2,800 m (King, Tuner 1997). This system forms the foehn wind, and the air cools over the 

ice cover and forms local winds. The area over the Pacific Ocean is dominated by the low-pressure sys-

tems that move eastwards towards the Antarctic Peninsula (King, Comiso 2003), causing frequent precipi-

tation and strong winds, with frequent snowfall and snowstorms. The anticyclonic type of weather is less 

common. In this case, calm frosty weather is established for a long period, sometimes with fog and frost 

(King, Tuner 1997; King, Comiso 2003). 
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For the period 1951-2020, the warmest month of the year was January, with a multi-annual mean monthly 

temperature of +0.8°C, and the coldest month was August, with a multi-annual mean monthly tempera-

ture of –8.7°C. The highest mean monthly air temperature was +2.4°C (February) and the lowest –20.1°C 

(July) (Table 1). 

Table 1. Multiannual mean monthly air temperature (°C) at the Akademik Vernadsky station for the period of 1951-

2020. 

Temperature Mean 
Highest Lowest 

Value Year Value Year 

January 0.8 2.3 1985 –1.4 1959 

February 0.7 2.4 2001 –3.0 1953 

March –0.4 1.6 2001 –4.6 1953 

April –2.4 0.5 2013 –13.9 1959 

May –4.2 –0.2 2001 –13.8 1959 

June –6.2 –1.1 1998 –17.1 1958 

July –8.4 –2.6 1989, 1998 –20.1 1959 

August –8.7 –2.9 2003 –17.4 1954 

September –7.1 –2.1 1970 –14.1 1987 

October –4.5 –0.6 2010 –9.5 1994 

November –2.1 0.1 1994 –4.7 1954 

December –0.2 1.7 2009 –1.7 1958 

2.2. Data 

In this study, daily air temperature data for eight terms (0, 3, 6, 9, 12, 15, 18, 21 UTC) of the Akademik 

Vernadsky station, provided by the National Antarctic Scientific Center of Ukraine (NASC), were used; 

the period was 1951-2020. Data before 1996 were kindly provided by the Meteorological Information Da-

tabase of the British Antarctic Survey.  

When carrying out investigations, the quality of the initial data is extremely important. During the exist-

ence of the Akademik Vernadsky station, various measuring instruments and complexes were used to 

measure surface air temperature. Thus, regular meteorological observations of surface air temperature with 

the help of mercury thermometers in a psychrometric booth were started in 1947. In 1985, the Synoptic 

and Climatological Automatic Weather Station (SCAWS) was installed in a psychrometric booth, which 

was replaced by the Modular Automatic Weather Station (MAWS) in 1992. In March 2011, the MAWS 

system was replaced by the Ukrainian-made Mobile Meteorological Complex "Troposphere" (Mobile 

AWS "Troposphere"). This complex contains the temperature sensor in its own radiation protection, with 

artificial ventilation. In April 2020, the Mobile AWS "Troposphere" was transferred to reserve status. The 

main data source currently is the automatic weather station Vaisala AWS-310, which was installed 1 year 

earlier. This station contains the temperature sensor in its own radiation protection, with passive ventila-

tion. 
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In the period from 1947 to 1950, the measurement of surface air temperature took place at different 

times. However, the observation data were incomplete, and data were therefore checked for missing val-

ues, gross errors, and outliers that exceeded four standard deviations from the mean for each day. The 

missing values were recovered by multiple regression depending on air temperature before and after the 

missing value; such regression dependences were established for each month of the year. The amount of 

missing data was insignificant (0.1% of the total data), and there were no gross errors or significant outli-

ers in our dataset. After quality control procedures, daily minimum and maximum air temperature were 

calculated. 

2.3. Methodology 

A core set of 27 indices has been developed by the Expert Team on Climate Change Detection and Indi-

ces (ETCCDI) to standardize the definitions and analysis of extremes (Peterson et al. 2001; Klein Tank et 

al. 2006). Of these 27 indices, only 16 refer to air temperature, and the remaining ones refer to precipita-

tion. Based on the analysis of the temperature regime at the Akademik Vernadsky station during the recent 

70 years, 11 extreme temperature indices were chosen (Table 2) as they are most suitable to study the tem-

poral characteristics of extreme air temperature events. The annual indices and their trend equations were 

obtained using the RStudio Software (version 1.4.1717) (R Core Team 2017). Percentile indices were cal-

culated using the standard reference period of 1981-2010 to facilitate comparison of the results with those 

of other studies using the same reference period. The Mann-Kendall non-parametric trend test was em-

ployed to assess the statistical significance of the indices series (Mann 1945; Kendall 1975), using the 

RStudio Software. The statistical significance of trends was estimated depending on the τ value: 

 𝜏 =
𝑃−𝑄

𝑛(𝑛−1)/2
, (1) 

where P is the number of concordant pairs, Q is the number of discordant pairs, and n is the total amount 

of data. 

Table 2. Definition of extreme air temperature indices. 

Index Name Definition Unit 

FD0 Frost days Annual count when TN (daily minimum) < 0°C Days 

ID0 Ice days Annual count when TX (daily maximum) < 0°C Days 

TXx Highest Tmax Highest annual value of daily maximum temperature °C 

TNx Highest Tmin Highest annual value of daily minimum temperature °C 

TXn Lowest Tmax Lowest annual value of daily maximum temperature °C 

TNn Lowest Tmin Lowest annual value of daily minimum temperature °C 

TN10p Cool nights Percentage of days when TN < 10th percentile % 

TX10p Cool days Percentage of days when TX < 10th percentile % 

TN90p Warm nights Percentage of days when TN > 90th percentile % 

TX90p Warm days Percentage of days when TX > 90th percentile % 

DTR 
Diurnal tempera-
ture range 

Average annual difference between TX and TN °C 
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3. Results 

3.1. Cold extremes indices (ID0, FD0, TXn, TNn and TX10p, TN10p) 

The number of frost days during the period of 1951-2020 varied from 149 to 254. The maximum number 

of frost days was observed in 1967 and 1969 (349 days) and the minimum number in 2001 (271 days). The 

ID0 and FD0 indices significantly decreased at –0.427 and –0.452 day year-1, respectively (Table 3, Fig. 2). 

Table 3. Annual trends of the extreme indices of daily air temperature for the Academik Vernadsky station, 1951–

2020. 

Temperature 
indices 

Trend equation R2 τ р-value Statistical significance of trend 

FD0 у = –0.46х + 1164 0.18 –0.281 0.0006 yes 

ID0 у = –0.45х + 1096 0.15 –0.249 0.0024 yes 

TXx у = 0.016х – 23.8 0.06 0.174 0.0352 no 

TNx у = 0.007х – 10.0 0.03 0.137 0.0999 no 

TXn у = 0.16х – 347.4 0.24 0.338 <0.0001 yes 

TNn у = 0.20х – 425.2 0.32 0.369 <0.0001 yes 

TN10p у = –0.46х + 941.4 0.44 –0.420 <0.0001 yes 

TX10p у = –0.28х + 578.6 0.34 –0.407 <0.0001 yes 

TN90p у = 0.07х – 124.4 0.13 0.272 0.0010 yes 

TX90p у = 0.06х – 101.3 0.15 0.276 0.0008 yes 

DTR у = –0.029х + 62.3 0.47 –0.469 <0.0001 yes 

    

Fig. 2. Annual count when TX (daily maximum) < 0°C (a) and TN (daily minimum) < 0°C (b). 

The indices TXn and TNn showed an upward trend. Annually, TXn and TNn increased by 0.164°C and 

0.201°C, respectively (Table 3, Fig. 3). The lowest air temperature was observed in the winter period of 

1958 (–42.4°C). In the winter of 1977, the air temperature also dropped below –40°C (–40.2°C). The 

warmest winter was that of 1989, when the temperature did not fall below –10.2°C at night and below  

–7.2°C during the day. 

Annually, the TX10p and TN0p indices showed a significant decrease in cool days and cool nights by 0.46% 

and 0.28%, respectively (Table 3, Fig. 4). In 1959, the largest number of cold days and nights, namely 43.8% 

and 58.3%, respectively, was observed. In 1989, the number of cool days and nights was lowest. 
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Fig. 3. Lowest annual values of daily maximum (a) and minimum (b) air temperatures. 

    

Fig. 4. Percentage of days when TX < 10th (a) and TN < 10th (b) percentile of 1981-2010. 

3.2. Hot extremes indices (TXx, TNx, TX90p, and TN90p) 

The TXx and TNx indices showed no statistically significant tendencies for the period of 1951-2020 (Ta-

ble 3, Fig. 5). Annually, the TX90p and TN90p indices showed a small increase in warm days and nights 

by 0.056% and 0.067%, respectively (Table 3, Fig. 6). The highest air temperature was observed in the 

summer of 1985, with +10.9°C during the day and +5.1°C at night. In the summer of 1973, the daytime 

temperature did not exceed +4.8°C, and in the summer of 1978, the night air temperature dropped to 

+1.3°C. The largest number of warm days was observed in 2018 and that of warm nights in 1998, with 

15.3% and 19.3%, respectively. In 2002, the number of warm days was lowest (4.2%), whereas the number 

of warm nights was lowest in 1958 and 1959 (2.7%). 

    

Fig. 5. Highest annual values of daily maximum (a) and minimum (b) air temperatures. 
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Fig. 6. Percentages of days when TX > 90th (a) and TN > 90th (b) percentile of 1981-2010. 

DTR index is an average annual difference between daily maximum and minimum air temperature. DTR 

index shows a small negative trend (–0.026°C/year) over the last 70 years (Table 3, Fig. 7). This trend is 

due to larger increases in average annual minimum air temperatures (0.06°C/year) than average annual 

maximum air temperatures (0.03°C/year) over the same period. 

    

 

Fig. 7. Average annual difference between TX and TN (a), average annual minimum (b) and maximum (c) air tem-

peratures. 

4. Discussion 

Analysis of 11 extreme air temperature indices at the Ukrainian Antarctic Akademik Vernadsky station 

showed the indicate unequivocal signs of heating. These results are in good agreement with those of stud-

ies using other methodological approaches (Turner et al. 2005, 2014, 2020, 2021; Franzke 2013; Gonzalez, 

Fortuny 2018; Bozkurt et al. 2021). Turner et al. (2005) reported the positive statistically significant trend 

of the mean annual air temperature at the Akademik Vernadsky station, whereas Franzke (2013) reported 

that for the period of February 1947 to January 2011, the Akademik Vernadsky station experienced a sig-
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nificant warming trend and the magnitude of extremely cold temperatures was reduced; however, the an-

nual maximum temperature did not increase. Some authors, such as Turner et al. (2016) and Gonzalez and 

Fortuny (2018), reported the decrease tendencies of the annual mean temperature on the Antarctic Penin-

sula in recent decades, including at the Vernadsky station. This was explained by the natural internal varia-

bility of the regional atmospheric circulation. Investigation of surface air temperature trends using the lat-

est observational data demonstrated the presence of a persistent warming trend (Turner et al. 2020, 2021; 

Bozkurt et al. 2021), which is also confirmed by our research. Turner et al. (2021) researched the variabil-

ity and change in the frequency of extreme daily mean temperatures in Antarctica; for the Akademik Ver-

nadsky station, the authors observed an increase in the percentage of extreme warm days and a decrease in 

cold days. On the Antarctic Peninsula, the warming trend will continue in the future. According to the 

global climate models, forecasts suggest that the Antarctic Peninsula temperatures will increase more sig-

nificantly than in other parts of Antarctica and in the world (Chyhareva et al. 2019; Stiegert et al. 2019). 

Chyhareva et al. (2019) reported that for the Antarctic Peninsula region for RCP4.5 and RCP8.5 scenarios 

on average forecast to reduce the cold period; for the Akademik Vernadsky station, this process will be 

three times more intensive, indicating that the region is more vulnerable to climate change. Stiegert et al. 

(2019) reported that with a temperature increase by 1.5°C, irreversible and dramatic changes to glacial, ter-

restrial, ocean, and biological systems on the Antarctic Peninsula can be expected. 

5. Conclusions 

Our study presents an evaluation of  climate extremes indices by focusing on the analysis of  daily mini-

mum and maximum air temperatures at the Ukrainian Antarctic Akademik Vernadsky station. The results 

show a trend of  warming for the period of  1951-2020. This is indicated by the calculated extreme air tem-

perature indices, which showed statistically significant tendencies, namely during the recent 70 years: 

– indices of  ice and frost days, cool nights and days, and the diurnal temperature range significantly de-

creased; 

– indices of  warm nights and days, lowest annual values of  daily maximum and minimum air tempera-

ture significantly increased. 

In this study, the application of  the climate indices made it possible to obtain more complete information 

about the tendencies of  the extreme air temperature at the Ukrainian Antarctic Akademik Vernadsky sta-

tion. Such results are highly important in the context of  understanding the temporal variability of  annual 

and seasonal air temperature on the Antarctic Peninsula. In general, the results of  this investigation sup-

port previous findings. Further research should focus on the application of  the climate indices for the in-

vestigation of  the extreme temperature changes at the Akademik Vernadsky station during particular 

months or seasons. 
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